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l. Introduction

In the current global environment, trends are chianfast and a vast amount of novel research is
being carried out worldwide, breaking new knowleéigatiers and bringing new ideas to the table. It
is vital that UNIDO keeps abreast of the latesteli@yments in economic research by emerging
scholars in the areas of its activities if it issivengthen its ability to deliver technical cogigm

services.

To this end, a Young Scholars Expert Group Meetimg organized by UNIDO Headquarters in
Vienna, Austria, on 2-3 August 2007, to bring tdgetyoung researchers to present and discuss the
results of their latest research on UNIDO’s thematieas. The meeting also served as a forum for
UNIDO staff members to interact with the young easbers, identify future research partners and

discuss their research findings.

In order to tap into a large pool of qualified cafades, the Organization opened up the application
process to young scholars from leading universaied research institutions worldwide by sending
out a call for papers on issues related to UNIDiBé&snatic activities. From the responses, ten papers
covering the themes of macroeconomics of developmsarall businesses, determinants of firm
performance and trade were selected to be presantd® Young Scholars Expert Group Meeting.
Nine of the ten papers presented, relating to tesxdkeconomic growth; technology and innovation as

well as corporate social responsibility, are caorgdiherein.

The papers presented at the Young Scholars ExpetipGMeeting portray the challenges and
opportunities facing the developing countries &y tindustrialize, attract FDI, undergo trade refeym
technology transfers, firm learning and improveduativity gains. It is anticipated that the readefrs
this proceedings will find the papers intellectyafitimulating and a valuable source of policy

information.



A. Trade and economic Growth

The importance of trade has long been establishdtid economic literature as a main driver for
economic growth and development. It is also ackedgéd that the relationship between trade and
development is a complex one, and that there iguarantee that trade will automatically lead to
economic growth for developing countries. In ortieincrease the likelihood of this happening, trade
and industrial policies ought to be tailored toleef the different vulnerabilities and potential
strengths of each country. Hence research at aoraadr micro level is required to inform the policy
making process. For example, there is to this it tonsensus among economists on the sources of
output fluctuations of developing countries. Evendeveloped countries, the sources of volatility o
growth output are notoriously obscure. Can a cgtsitreographical characteristics influence its ¢rad
performance? What are the implications of using@roon production technology/blueprint across
manufacturing sectors®nother area where the current empirical literaiaralso inconclusive is the
impact of free trade policies, trade facilitatiomdareforms on economic performance. How do these
influence economic growth? If all firms face themsamacro-economic condition, why do they
respond and perform differently in their exportiates? Five of the invited research papers
contribute to these open discussions by focusindpemfluence of production and trade on economic
growth for developing countries. A brief descriptiof the papers on the theme of trade and economic

growth is given below.

The first paper, by Markus Eberhardt, analysesiriigact of globalization on growth. This paper
introduces the idea of dual economy modeling immagh empirics in the history of growth theory
and current standard approaches to empirical @eaResults from two sets of empirical analyses are
presented: first, a cross-country comparison of preduction processes in agriculture and
manufacturing and second, an investigation of ecosmitry differences in the production process
within manufacturing. From this analysis, the autBbows that production methods and processes
(production function estimation) differs acrossteex and that even within the same industrial
division (manufacturing), production technologidsdprints seem to differ across countries. The
implication of this conclusion is vital as the tature commonly assumes all countries to have the
same production technology/blueprint. This impljcissumes that certain time-series properties of
the data do not interfere with the empirical apploséaken. The analysis presented in this paper
strongly suggests that this assumption is violaté@. author therefore provides a new twist to ghowt
modeling by including the agriculture and manufdaiy sectors as separate elements, which proves
crucial due to the different production processethe agriculture and manufacturing sector. These
findings make a case for a more careful consideraif the differences between sectors and countries

in empirical growth analysis.



The paper by Adeel Malik is the second paper withi@ trade and economic growth category. It
analyses the highly debated topic of sources gduiwolatility and its effect on growth stabilit¥his
paper argues that the country’s geographical cteiatics can be an important determinant of its
trade structure. Various forms of remoteness frargd markets, but especially a lack of accesseto th
sea, have been shown to be significant barrietatie due to higher transportation costs. The autho
suggested that as a result, countries that areteefm@ it much harder to participate in trading
activities and hence tended to specialize in piyncammodities. Since primary commodity prices are
more volatile in global markets, developing cowedriare more susceptible to terms of trade
fluctuations. This paper explicitly describes theomsg association between remoteness, export
concentration and exposure to world price shockerder to explain why remoteness and output
volatility are so closely correlated. The authoggests a conscious policy effort to overcome these
geographical constraints. The concrete examplengiraving transport infrastructure within land-

locked countries as well as surrounding and trarmgihtries is given.

The third paper looking at the influence of tracdeezonomic growth for developing countries is by
Tomas lwanow, who examines how trade facilitatiomasures can help promote development. The
importance of trade facilitation is being increagjnrecognised in an effort to enable developing
countries to increase their exports and benefitenfiolty from multilateral trade liberalisation. it as
such becoming an integral part of the policy paekby trade-capacity building and is the centre of
discussion in the aid for trade agenda. Basedsumeey of literature, the author reports that therts

to medium-term supply elasticity of manufacturepgaxs can be increased through trade facilitation.
The point is also made that developing countriagHass efficient customs and logistics and hence
stand to benefit most from trade facilitation refisr The paper draws attention to the need for
complementary longer term regulatory and infrastmec reforms to improve the quality of the
institutional and physical infrastructure and asocomplementary additional trade reforms that aim
at relaxing export supply capacity. A warning nlotevever accompanies the potentially considerable
gains. The gains are reported to be gradual amdubcess of trade facilitation reforms is found to
depend heavily on a combination of country-specifictors as well as comprehensiveness and
coordination of the reform’s execution. A main regoendation of the paper is that diagnostic trade
studies be carried out in order to identify the kepstraints on export growth, and that the findiof
such studies be integrated into the national gfiesgfor economic growth and poverty reduction. Due
to the complexity of international trade procedurte author reports major difficulties in the
monetary evaluation of gains from trade facilitatid®Strong supporting evidence of a causal link

between trade facilitation reforms and trade pentorce is therefore still lacking from the literatur



Within the trade and economic growth category soa paper presented by Riham Shendy which
examines the impact of trade policies on econoraifopmance for the manufacturing sector in South
Africa. The study concentrates on the period betwE894 and 2004, when the sector experience
intensive trade refornTariffs are used as the measure of changes in paliy, as recommended by
new empirical literature, instead of the more tiadal approach of employing trade flow variables.
The results are tested for four different produgtiestimates to prove robustness with respedhdo t
widely documented challenges of estimating proditgtiLag of tariff rates is also employed in the
estimation procedure to ensure that the resultsnatedriven by endogeneity bias. Furthermore,
industry fixed effects are used to control for tim@bserved time invariant industry characteridtied
may affect both productivity and tariffrom the study, the author concludes that redustion
normal tariff rates (NTR) led to higher productvidnd wages. The limitations of the studies are
reported to be firstly the inability to control fdirm and worker-specific characteristics in the
estimations from industry-level data; secondly thet that the study only addresses the impact of
import competition on the product and labour magketSouth Africa’s manufacturing sector, and as
such concentrates on only one side of the tradatdefhe first limitation may give rise to some
omitted variables bias, which can only be overcdipaising micro-level data. The paper identifies
the economic gains attributed to increases in déxpapabilities as interesting topic for future
investigation.

The final paper contribution within this categorgsvfrom Teresa Duefias-Caparas. Unlike the other
papers in this category, this one concentrates ion-lével analysis. The study employs the
information-rich survey conducted by the Asian Depenent Bank in 2002 to examine the influence
of firm-specific characteristics, on the exportfpamance of firms in the food processing, clothing
and electronics sectors in the Philippines. Factovestigated include: size, percentage of skilled
labour to total labour, training activities, foreigffiliations, R&D activities, capital intensitynd firm
age. A novel econometric model by Papke and Wadddyi which is specifically designed to address
fractional response behaviour, was employed irsthdy. Among the firm-level characteristics tested,
foreign affiliation, in the form of foreign equiigfusion, joint ventures, licensing agreementsiceat
investment, plays a highly important role in a fgnpropensity to expordue to its strong network
linkages with the international community. The edmition of R&D and the development of human
capital through training are only significant farience-based firms, ashegher capital per worker.
This is reflective of the capital-intensive natufethe sector and the possibility of knowledge and
technology embodied in the capital goods used bgeliirms A non-linear inverted U-shape relation
between firm size and export performance was redepitedominantly in the clothing sector, but is
also across all sectorbirm age is found to be an important factor in gxport performance of

electronics and clothing sectors, with the clothéegtor thriving on mature firms, while a threshold



age exists for electronic firms whereby maturityoperations is only beneficial up to that point,

reflecting the rapid technological change withiattkector.

B. Technology and Innovation

The other category within which the accepted pagdelilsinto is technology and innovation.
Technology and innovation are essential componehtsdustrialization, economic growth and
sustainable human development. In the current enwient of globalization, trade liberalization and
the emergence of knowledge-based industries, thertisnce of innovation is increasingly becoming
a force majeur in determining the potential of depmg countries to compete for international
markets. The new competitive environment brougloualby globalisation has fuelled the growth of
knowledge-intensive production by increasing sdiienand technological interactions and the need
for innovation. It is therefore imperative that d®ping countries invest in their human capital in
order to cope and thrive in this knowledge-richiemnment. Foreign direct investment is regarded as
one of the driving forces integrating underdevetbpeuntries into the globalization process which
has characterized the world economy over the gastral decades. It is presumed to be an important
channel through which international diffusion ofokviedge and technology takes place. But what
enables developing countries to benefit from thigrnational diffusion of technology, to reduce
technology gaps, to improve their absorptive cdjgs;ito catch up and to leapfrog? What is the role
of multinational corporations as actors in innosatisystems of developing countries? It is very
important that any policy recommendation concernirdustrial development considers the role of
knowledge and the capacity to generate innovatfimms the industrial sectors in a globalized world.
The three papers presented under the theme ofdiegynand innovation explore these areas and
provide policy recommendations for developing picithe capacities and expanding employment. A

brief description of the three papers is given elo

The first paper in the technology and innovatioctise was presented by Simon Baptist, who used
firm-level panel data to try to explain the how Republic of Korea managed to increase its GDP per
capita by ten fold that of Ghana between the peoibd964 to 2000. The author suggests that the
difference lies in the ways in which firms usedhiealogy and in the way in which skills are
appreciated and used by firms which in taffect workers’ wages in those two countries. Hffeas

put into understanding why and how Ghanaian firree production techniques and how these
techniques link to the return on skills. It is refed that on average, an extra year of education
increases output by 2 per cent for a Ghanaian wdnke12 per cent for a worker in the Republic of
Korea. Hence firms in Ghana do not receive manefisnfrom employing workers with more years

of education, resulting in a low demand for edwratiThe paper recommends a technological shift in



Africa to one with a higher marginal product of dalb combined with an increase in the quality and
number of years of education. This will result imfs receiving a higher rate of returns from
education, and consequently higher wages. Thisuisial as poverty reduction through productive
activities occurs mainly through the channel of emdhe technology used by Ghanaian firms not
only have lower marginal product of labour, butalso much more intensive in their use of raw
materials. The recommended technological chanddheitefore also address the energy and material
conservation concerns. The author concludes thet¢tamological shift towards less labour, material
and energy intensity will ensure that there is radé-off between poverty reduction and the

environment.

The paper by Geoffrey Gachino within the technolagg innovation section examined the spillover
effects from multinational companies in the foosgassing and machine engineering sectors in
Kenya. The paper argues that in addition to coutirly to the international transfer of technology

and skills to underdeveloped countries, foreigediinvestment (FDI) can also act as a stimulant to
technological development process by contributiodgetarning and development of technological

capabilities in locally-owned firms. Firm-level sely data are utilized to examine the extent and
determinants of spillovers based on three strafidiéevature, namely, literature on foreign direct

investment, cluster and network dynamics and tdolgical innovations. The results show that on an
average, spillovers occurred in two major formgtairing to products and manufacturing processes;
and demonstration effects and competition. The pgeaerated some general lessons to inform

policies, including:

- consistency in policy stance to attract FDI;

- formulation of policies geared towards the promotmf linkages between and among firms,
sectors and institutions;

- formulation of policies geared towards improvingsaiptive capacity and human capital
accumulation;

- formulation of policies which strengthen institutg capacity to perform a systematic and
coordinated manner;

- adequate governmental support for an effectivastreal facilitation;

- the need for formal and informal interactions wheranufacturing experiences, market
information, skills and technological knowledge denshared;

- establishment of an institution to assess incorkibg on its potential generating technological
spillovers without crowding out local investment;

- elimination of import barriers for capital goodschnology, machinery and equipment that could
serve as sources of learning and capability dewedmp through imitation, replication and

reverse engineering



The final paper in this category is from Miguel GarTorres who analyses the four dimensions of a
national system of innovation—human capital, knalgke creation, supply innovation capacity,
demand innovation capacity and their complemeintaritin a sample of European countries. The
novelty of this research lies in the addition of tiole of demand into the system by asking: ‘How is
demand affected by the other factors? Are knowleglgg demand complementary in any way?’
Three main roles of international demand were ifledt information, specialization and a time lag.
International demand is used as a source of infboma&o identify new needs; it affects the sectoral
specialization of the country and, since it devsltgster than international supply, allows the ¢gun

to enjoy monopoly income during this time lag. Emgl is put on:

- the importance of habit formation, which in thedemun will enable innovation to contribute to
the economic growth;

- The causality from growth to savings, which argtieg an environment with an active demand
and consumption will favour the appearance of imtions, generate more growth and more
savings;

- Novelty and marketing expenditure, is related te #ifort invested by the firm to make its

innovation known to consumers and therefore affpferences

The methodology adopted for this research is atijatine one, based on composite indicators of the
system, which allows comparison between countfidsamework is developed to help policy makers
identify the weak links in their national innovati®eystems and therefore inform policy decisions.
This paper offers a good way to map problems afrthero level considering the dynamics of demand

and supply.

C. Corporate Social Responsibility

The role of Corporate Social Responsibility (CSR)the developing countries is framed by the
Millennium Development Goal One—'a world with lgssverty, hunger and disease, greater survival
prospects for mothers and their infants, bettecathd children, equal opportunities for women, and

healthier environment’. UNIDO believes that supgortSME development can be an important part
of the CSR commitment of large companies in theedrof responsible supply chain management.
Hence, improvements in social and environmentalaittgp can go hand in hand with better quality
and management. Alessandra Mezzadri presentechtdgbper at the Young Scholars Expert Group
Meeting on the ability and limitations of corporatecial responsibility (CSR) policies to reduce

poverty in the case of the small business clustetadia. The paper builds on cluster studies and

value chain analysis to investigate the effectigsnef CSR in the garment cluster in Delhi, India.



Results show that CSR policies had only a limitegdct because of the structure and characteristics
of local labour markets. Within the factory red,was found that the functioning of CSR is
undermined by the diffusion of local practices. Blover, CSR policies tended to be applied to
factory-based employment, while home-based worlsaurced to artisanal workers was being
ignored. For the case at hand, the main limitatib@SR is due to the lack of consideration of local
social structures of production and labour dynamosrnal to the industry. Bridging clustering and
poverty reduction was identified as a new area witbearch needs. A deeper understanding is
required of how forms of household, or home-batduhur are integrated into local and global value

chains, again for the purpose of poverty reduction.



Il . The Empirics of Economic Growth: A Dual Economy
Approach:

Markus Eberhardt, DPhil student
Centre for the Study of African Economies and 8inJs College, University of Oxford,
United Kingdom

Abstract

This research note introduces the idea of dual@ogrmmodelling into growth empirics. We discuss
the history of growth theory and current standampraaches to its empirical analysis in broad brsshe
before motivating our own research agenda. Redubi: two sets of empirical analyses are
presented: first, a cross-country comparison of preduction processes in agriculture and
manufacturing and second, an investigation of ecosmitry differences in the production process
within manufacturing. Combined, these findings makease for a more careful consideration of the
differences between sectors and countries in ecapigrowth analysis. We conclude with a brief look

at the impact of trade on growth

1. Introduction

The questions why some countries produce so muaie matput per worker than others, and why
certain economies have grown phenomenally, whhersthave stagnated or even regressed over the
same period of time, lie at the very heart of depeient economics. In this context, the issue of
‘globalization’ is raised frequently: within acadencircles, among policy makers and also among the
wider public, everybody has an opinion whether glaation is essentially a force for ‘good’ or not.

It is to be expected that opinions differ basedttmn identity of the respondent. A young migrant
worker in China, sewing T-shirts exported to maskiet Europe and the United States would most
definitely argue that globalization has changedlifieffor the better: following her three-year $tin

the coastal boom region, she can return to her hollage in the interior and build a house, open up
a small store, or start a little business, all dick would have been impossible had she remained at
home and not been lured to migrate by the aggressiport drive pursued by the State and private
entrepreneurs in her country. A low-skilled workerthe United States, on the other hand, may
lament over the fact that she lost her job when dmaployer relocated production to a low-cost

country in East Asia.

! Financial support from the Economic and Sociesé&arch Council is gratefully acknowledg&arts of the above discussion
are presented in greater detail in Eberhardt aadi (P608).



Extrapolated to the level of countries, this examplirrors a debate whereby some argue that
globalization is driven by a beggar thy neighbowntality mirroring a zero-sum game in which the
gains for one country are to the detriment of amotlor a host of other countries), and there is no
positive impact of globalization once these lossmge been accounted. For a development economist,
it is therefore of great interest to analyze theadunt of globalization on growth: a positive result
would reject the notion of zero-sum, and would iynghlat, on average, globalization is a force for
good. In empirical work, globalization and its ingpan development are commonly analyzed by

studying the impact of ‘trade openness’ on econgrarformance.

At the micro-level, looking at individuals, housédti® or firms in one country or a small number of
countries, we commonly cannot account for potentisldamental determinants of growth and
development such as geography, institutions oetonness, since they are arguably very similar or
the same for all observations analyzed. For instamc study investigating the performance of
Ugandan manufacturing firms will ideally controk filocation of the firm within the country, but the
common denominator across all firms, the fact thganda is a landlocked country in sub-Saharan
Africa with poor transport routes to the nearest f@nd not a coastal economy in East Asia likg, sa
Viet Nam), means that geography cannot enter oalysis. Similarly, the overall institutional and
business environment in Uganda (for instance, lugreay and red tape, corruption, or government-
business relations), as well as its trade opereresilentical across all firms and can likewise lvet
analyzed using this data. In order for statistianhlysis to reveal any impact of geography or
institutions or trade openness, we require vamaiticthis variable across the observations analysed
which is not present in the example of Ugandan ditfihe answers to questions relating to the
fundamental determinants of growth and developroanttherefore only be found in the analysis of
macro-data, comparing entire economies or indlisteators across a large number of countries.
Variation in the variables relating to geographyinstitutions or trade openness across the sanfiple o
countries can then reveal whether, on averageg ihgsact the economic performance of a country or

not, and whether the relationship is positive ajative.

My own research, parts of which were presentedeatXNIDO Young Scholars EGM held in Vienna
in August 2007, ultimately aims to identify the ianance of this link between openness and growth
in data. Before analyzing this link, however, itnecessary to get a clear understanding of the
appropriate assumptions to make regarding how desmroduce output. This analysis, which forms

the main body of the research, is presented inrdsisarch note. We suggest that the approach taken

2 For the statistical analysis, the concept ofldrapenness may be defined as a policy variabtt, @sia measure of tariffs and non-tariff
barriers, or as an outcome variable, such as thmlagolumes and/or growth rates of exports andoirtgp(or some transformation of
these variables).

This, of course, does not to imply that we carleatn anything from micro-studies — they can eixpta us that given the situation
Uganda is in, which characteristics make certaimdi succeed. They, however, do not commonly proindights into whether the
institutional environment, trade openness or ttegogphical position of a country are crucial defeants of firms’ performance.
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in the majority of empirical studies, namely, teat the economy, rather than the industrial seator,
the basic unit of analysis leads to distorted tesuFurther, more flexibility in the empirical
specification is also necessary to avoid distorbresults. It is important to stress that thésdihgs
seriously question the conventional wisdom of erogirgrowth analysis and are thus important in
their own right. They also question the validityexiisting research into the link between globaiorat
and growth, since this literature is based on #messet of assumptions. Although this research note
cannot provide a definitive answer to the questibwhether globalization is a force for good or,not

some first tentative evidence in this regard setensdicate this.

2. A brief history of growth theories and growth enpirics

In the early academic literature on developing tdes a distinction was made between the processes
of economic development and of economic growth.nBatic development was seen to be a process
of transformation by which, in Arthur Lewis’ frequidy cited phrase, an economy which was
“previously saving and investing 4 or 5 per centt®fational income or less, converts itself iato
economy where voluntary savings is running at adduto 15 per cent of national income”. An
acceleration in the investment rate was only oré gfathis process of structural transformation; of
equal importance was the process by which an ecpmoaoved from a dependence on subsistence
agriculture to one where a modern industrial seattmorbed an increasing proportion of the labour

force.

In contrast to the Lewis’ approach, where dualiggween the modern and traditional sectors was a
key feature, was the analysis of economic growtllemeloped economies. Here the processes of
factor accumulation and technical progress occuanireconomy which is already developed, in the
sense that it has a modern industrial sector amdudigre has ceased to be a major part of the
economy. Key contributions in this area of reseavele made in the 1950s by Solow and Swan, who
focused on the growth experience of the UnitedeStaThese theoretical models concluded that
technical progress, which was determined by faatotsconsidered within the model (exogenously),
was the driver of long-run economic growth. It erlpaps quite fitting that cynics sometimes refer to
the identified driver of economic growth as ‘marfr@n heaven’ given its uncertain origin. A formal
definition has it as the unexplained part of oufpetformance after inputs, such as labour, cagitell
materials, have been accounted for, which leadetmg such as Solow residual, or total factor
productivity (TFP). Clearly, the fact that sometihihat remains unexplained in the model turns sut a

the driver of long-run growth was not a very saiisbry outcome for policy makers.

11



It took until the contributions of Romer (1986) alndgcas (1988), among others, in the late 1980s for
theories to emerge which succeeded in explaining-toin growth from within the theoretical model
(endogenously). This endogenous growth literatorphasizes learning, innovation and research and
development (R&D), and models these concepts fdymal either explain manna/TFRor to

overcome diminishing returns to factor accumulation

Despite their strong intuitive appeal, endogenousvth theories have a number of shortcomings,
primarily linked to the phenomenal growth experenof a number of East Asian countries over the
past decades: endogenous growth theories cannlairexghy only some countries were able to grow
miraculously, or why double-digit growth rates wemrdy witnessed by initially poor countries, and

not also by middle- or high-income countries.

Much of the early theoretical growth models disedsabove proceeded without close consideration
of observed data, but were inspired by stylizedstaEmpirical studies employed a vast array of
explanatory variables for empirical growth analysibile methodological, statistical, and conceptual
difficulties on top of sample heterogeneity maddifiticult to draw reliable conclusions from existi
literature. The key papers which brought theoréticawth models and aggregate cross-country data
together were contributions of Barro (1991) anceeidly Mankiw, Romer and Weil (1992). Against
Solow’s intentions, these authors adopted an exage8olow growth model framework and applied
it to data from both developed and developing adesit This was made possible by the recent
emergence of a dataset which (following frequerttatigs) dominates the empirical growth literature
to this day. The Penn World Table (PWT) data segpiiggregate macro-data which ensure that the
Solow-Swan model can be readily estimated for gelasample of developed and developing
countries. These two seminal papers initiated aomagvival in the Solow-Swan model and
effectively merged the concerns of economic deveku with those of growth neglecting, for the
most part, implications of structural change witbguntries and structural diversity across cousirie
The literature, starting from the early 1990s ordsahas yielded a large array of models in which
there has been increasing interaction betweenyttea empirics. Within these literally thousands of
academic studies, empirical analysis continuegtddminated by the empirical version of the models

introduced by Solow and Swan, employing the agdeed®VT data. In contrast, dual economy

4 This is achieved via models of imperfect comjmiitthe successfully innovating firm is able tapethe benefits from the monopoly
power (that is, monopoly profits) bestowed on itthbg fact that no competitor has the advantageeteld by the innovation. If benefits
of innovation were immediately shared with all atfiems, for example, if there were no patents,finm would ever regard it worth
their while to engage in R&D activities.

5 Diminishing returns to, say, capital accumulati®the notion that piling more and more machines@ingle worker does not increase
her productivity by a constant proportion: with tvather than one machine she may produce doubleutipeit, but once a third machine
is added she may struggle to service all of thetisfaatorily, with the result that her output ikdly somewhat less than three times that
of her working a single machine (that is, her nesuon adding the third machine have diminished sdmeas compared to those when
she was adding the second). Eventually, addingsthg,30th machine will not increase her output tvat using 29 machines — machine
number 30 will simply sit there unused becausentbiker will not be able to service it on top of & she is working already.

One stream of endogenous growth models thinksezfsm and ways to prevent this from happening;nfstance, a smart worker may
come up with a computer programme which autom#ficaErvices a multitude of machines, with per workatput of 30 machines
exactly 30 times that of a single machine.
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models, like that by Lewis, do not form part of 8tandard textbook canon on economic growth. This
is primarily due to the fact that until recentlywfedatasets existed to provide data for both

manufacturing and agriculture in a suitably largmple of developed and developing countries.

Thus, to summarize, the empirical growth literatatgoresent only pays scant attention to structural
diversity and structural change within countries;technical terms, this means that the production
technology is typically assumed to be the samegncalture and manufacturing—a production

technology is the representative combination oblapcapital and materials that produces output; we
can think of a production technology as a bluepointecipe which specifies how to combine the

various inputs.

In addition to this, the current empirical growitedature typically assumes that there is an idanhti
production technology/blueprint for all countrigbat is, that output in Malawi is produced with
(proportionally) the same combination of inputsirashe United States. With regard to manna/TFP,
which was already introduced as what is left tekglained of output performance after all the isput
have been accounted for, it is assumed that beliviel attained by the first year of the period studied

as well as its rate of growth over the entire pkdifer across countries.

3. The research agenda

As a motivation for the empirical analysis whichlldavs, present some descriptive statistics,
underlining the importance of the agricultural seand indicating how this importance may have
changed over time, are presented. Table 1 givesshiaee of agricultural employment in total
employment (labelled ag and the value share of agriculture in total econ&DP (labelled as) for
various geographical regions vis-a-vis high-incd@®CD countries. The numbers are taken from a

survey article by Temple (2005) and represent therage values (medians) for each country

grouping.

Two things are particularly striking about thesgufes. First, the diversity of employment and GDP
shares of agriculture across the country groupiageach of the three sample years. This implias th
agriculture plays very different roles across caestin terms of its importance. For instance,lib-s
Saharan Africa, some 70 per cent of economicaltiv@dndividuals worked in agriculture in 1996,
whereas in the same year only some 5 per centooioadically active individuals in OECD countries

worked in this sector. Similar diversity is presémtthe GDP share numbers. Second, the growth

& A simple mathematical argument shows that ifetee differenCobb-Douglas production technologies across se(@ubb-Douglas is
a certain mathematical form, which is commonly ugethe growth literature), it is impossible to repent them in aaggregatemodel
following Cobb-Douglas production technology. Imgier terms: if production technologies/‘blueprirdgfer across industrial sectors
the validity of using aggregate economy data—asastice in 99 per cent of cross-country growthlysis—is seriously undermined.
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experiences within country groupings over time ldigpconsiderable diversity: the importance of
agriculture has changed dramatically in some, buthmless so in other country groupings. For
instance, compare the experience of East Asia, evter share of agriculture in GDP dropped from
30 per cent in 1960 to less than 10 per cent ir6,18&th that of sub-Saharan Africa where, over the

same period of time, the share of agriculture irFGBmained stable at some 38 per cent.

Table 1. Employment- and GDP- shares of the agrittural sector

Reported figures are medians withieach country grouping

() (s)
Employment share GDP share

Year 1960 1980 1996 1960 1980 1996
Sub-Saharan Africa 0.88 0.16 0.71 0J39 0.30 0.37
East Asia & Pacific 0.62 0.3p 0.17 0.29 0.19 0.08
South Asia 0.75 0.70 0.60 0.46 0.34 0.25
Latin America/ Caribbean 0.58 0.36 0.23 0)23 0.12 .090
High-income OECD 0.1¢9 0.08 0.05 0.11 0.05 0.03

Source Data taken from Temple (2005).
Notes (a) share of agricultural employment in totebeomy productive employment.
(b) Share of agriculture value-added in totalneroy value added.

These figures certainly draw attention to the défeial importance of structural make-up acros&tim
and country groupings, and indicate that separaheganalysis by sector may perhaps be a fruitful

first exercise to acknowledge these differences.

The data presented only covers the period to 199€) that some may argue that it is outdated. |
want to take this opportunity to counter some @gth of research using similar outdated data: as an
empirical economist, my analysis crucially relies the availability of reliable data. In growth
empirics, it seems that the availability of the @onentioned PWT dataset (frequently updated and
at the time of writing covered the period 1950-2084s lured a vast majority of empirical economists
to think of growth and development being approptiatinalyzed at the country-level. For agriculture
and manufacturing, cross-country macroeconomic tatpanel form (such that it covers several
decades) is hard to come by — a team at the Wantdk Bheaded by Larson and Mundlak (2000), have
assembled such data from national accounts fonsiderable number of developed and developing
countries, covering the period 1967-1992. This daty be grossly outdated for some research
guestions, but not for the one we are interestechamely, whether we can gain insights into the

development process by analyzing sector-level dataer than aggregate data.
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The research on which this paper is based seekbdilenge the standard empirical approach to
growth analysis and represents a conceptual rétutine dual-economy model literature initiated by
Lewis. A first departure is to make the industsattor, rather than the aggregate economy, thesfinit
analysis, by conducting cross-country analysis dficaltural and manufacturing production
separately. The first part of the empirical anaypresented uses the above-mentioned Larson-
Mundlak dataset and suggests that the differenetgelen the two sectors matter for growth analysis,

and that aggregate analysis leads to distortedremipiesults.

A second departure allows for a much more flexibteucture for manna/TFP and production
technology/blueprints, which are allowed to varyrogs countries, while globally common

evolvement of output (affected, for instance, bg thl-shocks in the 1970s) is also recognized.
Further, while this technical aspect of the analysinot discussed in great detail below, the time-
series properties of the data are treated in a rfmmeal way. Based on UNIDO data for the

manufacturing sector of a cross-section of coumtfrem 1970 to 2002, the second part of the
empirical analysis presented suggests that thestepmoduction technology/blueprints as well as

manna/TFP growth, differ across countries.

4.  Empirical results

Our first empirical exercise represents an attetopgxplain outputs from inputs in agriculture and
manufacturing, respectively. We carried out sepaaaialysis for these sectors using a panel dataset
with annual observations from 1967 to 1992. In #mslysis, we assume that within each sector, all
countries have the same production technology/binisp and that the way manna/TFP evolves over
time is also the same for all countries. Similaguasptions are made in the seminal Mankiw, Romer
and Weil paper (1992), and this analysis is diyectimparable to the approach by these authors, with
the obvious exception that we model two sectorsusgely, while they use aggregate data, and the
less obvious exception is that we use panel datacan thus allow for different levels of manna/TFP
across countries (fixed effects; this includes timariant country differences, such as geography).
Our data for agriculture is unique to the exteat ih addition to fixed capital investmehtsreports
capital stocks for livestock as well as orcharditedyfa measure of the asset value of fruit tre@si.
empirical analysis for this sector also includesemsure for arable land. We end up with close @ 70
observations from 46 countries in agriculture (sdiBeobservations per country), and slightly over

600 observations for 32 countries in manufactu¢argund 19 per country).

” In agricultural economics the capital stock Vialgais commonly proxied by the number of tractossdi Our dataset however provides
annual data on fixed capital investment in agrizelt from which a capital stock variable can bestrrcted.
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Following a number of robustness checks, we séhecfixed effects estimator applied to a dynamic
specification as the preferred estimator for beitta analyses. Results indicate that some 20gwer ¢

of value added in agriculture is attributable teei capital, while it seems that the other forms of
capital mentioned are not statistically significdieterminants of agricultural production. It is &imo

that allowing for differential manna/TFP levels @&s countries turns out to be the right specificati
indicating that time-invariant or near-time-invariadifferences across countries, such as geography

or institutions, are important determinants of prcitn.

For manufacturing, we find that some 40 per cenvalie added (we translated the gross-output
parameters into value-added equivalent ones) ribattible to fixed capital, thus around double the
number for agriculture. Again it turns out to beiaial to allow for differential manna/TFP levels

across countries.

Our analysis thus suggests that the productiomt#obies/blueprints differ between agriculture and
manufacturing. In a further exercise, we aggregfatedata from agriculture and manufacturing for
each country and year—thus we construct a stykamggtegate economy’ dataset, similar to that used
in the majority of empirical growth analyéesand estimate an aggregate production function. The
results from this exercise are striking: the pantamdor fixed capital is considerably inflated
compared to the 20 per cent and 40 per cent vélaesthe sector-specific regressions. In addition,
the time-invariant manna/TFP levels appear to tségmificantly different across countries. The
combination of these results commonly led to th@rexous conclusion that attempts to estimate
cross-country production functions using panel deita fixed effects were futile Our findings of
sensible results for separate estimations for aljpie@ and manufacturing, on the other hand, irtdica
that this breakdown is the result of aggregati@sbiumping together data from two distinct sectors
as is standard in aggregate economy productiortibins; distorts the estimation resutt3.hus the
conclusion from this first set of estimations iattkhe production process is somewhat distinctsacro
sectors, thus undermining the validity of standaggregate cross-country growth and production

analysis.

Our second empirical exercise is focused on theufaaturing sector, exploiting a more substantial
UNIDO dataset, as we are not restricted to theodetP67-1992 in order to make a comparison with
the agriculture data. We now investigate a sampdmost 900 observations from 38 developed and
developing countries (around 23 per country) duthng period 1970-2002. Our analysis allows for

each country in the sample to possess its own ptimtutechnology/blueprint, as well as its own

8 Since we do not have gross-output data for thigwtural sector, our aggregated data model hasetealue-added based. Parts of the
distortions found in the results are thereforataitable to the misspecification of a value-addextleh versus a gross-output model.

° Problems with the direction of the causal retaghip between inputs and output (endogeneity afessprs) were suggested as prime
suspects for this empirical breakdown.

0 A number of tests suggest that ‘endogeneityegfessors has less of a distorting impact thamuamty claimed/assumed.
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manna/TFP level and growth rate. Our analysis @sats the time-series properties of variables and
specification in a more formal way than the analysithe previous section. A further contributidn o
this research is the idea to capture informatiooualthe ‘global’ environment at each point in time

from a ‘pooled’ model and then to apply this infation in the individual country estimation.

Our primary interest with this exercise is whetle@untries truly display different production
technologies, and whether manna/TFP growth ragdadi patterns that are in line with certain priors

about individual countries given their growth expace over the past three decades.

Our first step is to establish the evolvement abglly common shocks to production and output
note that in this context, global refers to the setountries in our sample. The following graph
illustrates this evolvement; an alternative woulel tb view this as the path of globally common
manna/TFP.

Figure 1 shows quite clearly how output per worftke light-grey line) dipped in the years after the
first and second oil crises in 1973 and 1979, retspdy. From around the mid-1980s, we can see

sustained growth until the end of our period ofestation?

Figure 1. Common TFP evolution in manufacturing
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™ We achieve this via a set of year dummies in degubregression of variables in first differenceatfmit growth, capital stock growth,
etc.) — this specification allows us to neglect time-series properties likely to be present in tiéransformed variables in levels
(output, capital, etc.). We can transform the infation we obtain about the globally common shocksepresent the evolvement of
global output over time.

12 The panel dataset used is unbalanced, thatdisjdnal countries have different numbers of obations. The data thins out toward the
late 1990s, such that the last few points on oaplgrare less informative than those in the earty middle years, where data for the
majority of sample countries exists.
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In a second step, we estimate the production psdcesach country separately, but account for the
informaion obtained in the previous stég-urthermore, we include a linear trend to accdont
country-specific manna/TFP growth, in addition toiatercept to represent manna/TFP levels. Our
findings for this more flexible estimation framewoareveal that, on average, 30 per cent of value
added in manufacturing is attributable to fixeditagagain we transform the results from the gross
output estimation into value-added equivalent patans). This result emerges from a number of
different estimation approaches, including one whehe above illustrated common output
evolvement is dropped and its common effect oo@lhtries mimicked by an alternative mettbd.

we assume that all countries have the same praoauteichnology/blueprint, this parameter shoots up
to some 80 per cent, and as we know from macro, degpond the value of around a third is

attributable to capital.

The fact that our results are robust across spatiins (levels versus first difference) bodes vigzll
any concerns about the time-series propertiessofdiniables leading to biased results.

A closer look at the country-specific manna/TFPwgloterms (Figure 2), ranked for three estimators
in the levels specification in the following gragiso reveals sensible patterns: Ireland, Finlaxt a

the United States find themselves taking the tagsspwith annual TFP growth of between 0.5 and
2.5 per cent depending on the estimator, while §andBolivia and Bangladesh find themselves at

the bottom end, with negative growth rates.

Figure 2: Country-specific TFP growth in manufacturing
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13 We achieve this by subtracting the common evoemnshock) from country output levels (growth).
 The so-called common correlated effects estimaereloped by Pesaran.
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5. Implications and some speculations on fundamentalrgwth determinants
Why are these findings interesting? It is importantecall that the vast majority of macro growth

analysis has three features:

* It assumes that treating the ecoryoas the basic unit of analysis is the right thioglb. As
our analysis has shown, a typical way of investigahow things are produced (production
function estimation) indicates that this procedtedi across sectors—the production process
in agriculture differs from that in manufacturingyhich is quite intuitive (compare

subsistence agriculture with profit-maximizing méaaturing firms).

e The literature commonly assumes all countries tovehahe same production
technology/blueprint. Again, our analysis suggesist even within the same industrial

division (manufacturing) production technologiea#yrints seem to differ across countries.

* It implicitly assumes that certain time-series gies of the data do not interfere with the

empirical approach taken. Our analysis stronghgests that this assumption is violated.

Thus, we posit that three fundamental assumptiérsdamdard growth empirics are violated, which

guestions the validity of the results obtained fithse studies.

Further, preliminary results from this researchgasy that developing countries display higher ehpit
coefficients (and thus returns to capital) than endeveloped ones. This indicates that investment in
developing countries is below what it should bacsilarge benefits accrue from further investment;
naturally, the question that then needs answesnghy firms do not invest more in developing
countries. Returning to our overarching topic oferest, informal analysis suggests that trade
openness and production of manufactured goods for expay @l crucial role: countries with higher
capital coefficients display systematically loweade openness, which is also systematically

associated with higher country-specific manna/T FRvih.

A sensible argument for development, based on tlieskngs, might read as follows: export
diversification away from natural resource goodsmgortant. Labour-intensive manufacturing for
export increases the demand for low-skilled worlard with time also that for more skilled workers
once work is diversified. In this context, the destion of exports may play a pivotal role: regibna
trade arrangements within, say, Africa, will leadtlhe most efficient country dominating the limited

market. Exporting to developed country markets rigscial, but may be hampered by the strong

5 We adopt this variable from a seminal paper lifye}e Sachs and Andrew Warner. They construct opssiin a way to cover both tariff
and non-tariff barriers.
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competition from South and East Asia. Thereforangudrade arrangements, such as AGOA,
extended for a limited period of time to, say 20tBuld shelter least developed country (LDC)
manufacturing against the up-and-coming manufaajypower-houses of China and India. A further
ten years of AGOA lifetime would be long enough loild an industrial base within African

countries, but short enough not to shelter uncoitiygetinfant-industries, and would represent an
incentive for LDC governments to push through nefoof governance, improve transparency,

investment climate, openness, property rights, etc.

These are tentative and preliminary results, whecjuire further scrutiny—it is particularly imponia

to expand the analysis to manufacturing sub-sectorsrder to identify which of these follows the
pattern for openness and growth suggested in tgeeg@ate manufacturing d&taThe aim of this
research note was to develop an important quesfialevelopment (globalization and growth), and
then to indicate that empirical results from exigtstudies may be seriously distorted, given tlaatsc
attention paid to possible differences in producti@chnologies/blueprints across sectors and

countries.
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lll. Geography and Trade Structure: Implications for Volatility

Adeel Malik
Oxford Centre for Islamic Studies, Department @étnational Development and St. Peter’s
College, University of Oxford, United Kingdom

1. Introduction

In most of the developing world, sustained grovwghaiprecarious achievement. The long-standing
volatility of output in sub-Saharan Africa and latAmerica is well known and, in the 1990s,
instability extended even to some of the strongoperers of East Asia. The sources of volatility
remain somewhat obscure, however. There is litlessensus among economists on the sources of
output fluctuations even in developed countries] simce poorer countries appear to show a much

wider range of volatility patterns, the intelledtahallenge is a formidable one.

Literature on the causes and consequences of litglati growing by the day. Some of the leading
explanations for output volatility include the rgiayed by macroeconomic distortions, low levels of
financial sector development and weak politicaltitngons: Popular accounts of volatility in
developing countries are based on the terms ot tfladtuations. The story is deceptively simple.
Growth in a typical developing country may be meoatile by virtue of its specialization in primary
commodities. Since primary commodity prices are engolatile in global markets, developing

countries are more susceptible to terms of tradeufhtions—and, thereby—greater output volatility.

But this is an incomplete description of growthtatmlity in developing countries. It begs the
guestion: why do poor economies tend to speciatiza narrow range of commaodities. From the
perspective of small open economies, changes itdvpoices can be considered as exogenous. But
the effect of a given price change depends on antogs trade structure. And this is clearly

endogenous in the long run.

Why do some countries remain locked in primary camity exporting, while others diversify their
export structures and achieve greater specializationanufactured exports? This paper argues that a
country’s geographical characteristics can be apontant determinant of its trade structure. In
particular, it highlights the adverse effects ahodeness for export patterns and exposure to growth
shocks resulting in high levels of volatility. F®iong on structural causes of volatility, this paper
concludes that there is considerable empirical sugdpr geography-based explanations for volatility

The effect of geography on volatility survives evafter controlling for other determinants of

! See Malik and Temple (2009) for a more detaitadew.
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volatility traditionally considered in the literats The analysis in this paper is based on a fortiirg
article in theJournal of Development Economi@dalik and Temple, 200%n earlier, more detailed

working paper version, Malik and Temple, 2006).

2.  Geography and volatility: the role of trade stucture

Recent literature on growth and development atmchewing attention to geography as an
explanation for underdevelopment (Sachs, 2003a@. @dsic story is simple: there appears to be a
strong connection between tropical location andenshelvelopment. Adverse geographical conditions,
such as remoteness from large markets, higher dncal of disease, poor natural resource
endowments and unfavourable climate, can predispmaetries to remain underdeveloped.
Geography is not destiny but it can condemn coesmittd remain mired in poverty and low growth.
Some of these considerations have been highlightéide work of Diamond (1997), Gallup, Sachs
and Mellinger (1999pnd Sachs (2001 he relationship between geography and tradesis abw
well established through a range of scholarly dbutions—see, for example, Frankel and Romer,
1999; Disdier and Head, 2003; and Redding and MesaB003 and 2004.

Despite its growing recognition in explaining dey@hent outcomes, the specific consequences of
geographical characteristics for volatility are m@ll understood. In my joint research with Jonatha
Temple of the University of Bristol (Malik and Tefep2009), we explored the relationship between
geography and volatility and assessed the impoetawic this relationship in relation to other
competing explanations. In doing so, we focuseda key aspect of this relationship: the role of

geography in determining the structure of trade.

Consider the case of countries that are remotéjdaked or distant from major markets. Countries
that are situated far from main trade and shippinges are often marginalized in international ¢rad
and are usually unable to exploit the immense animpossibilities that trade offers. This is be@aus
distance may translate into higher transport casiish can then limit possibilities for the expamsio
and diversification of trade. Geographic distaneehis case acts as a natural barrier to trade—a
barrier no less important in its implications thather trade barriers created by society. Yet, while
international trade theory and policy have longomgized the implications of man-made barriers,
such as tariffs and non-tariff barriers, the siigaifice of natural barriers to trade is seldom

acknowledged.
Let us begin by providing a brief sketch of the marguments. The adverse effect of geography on

trade structure has direct implications for explagngrowth shocks in developing countries. A splecia

disadvantage of geography is that it can act aaraeb to trade diversification. Remote countries
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generally face high transport costs and are thesdylto find it especially hard to diversify the&rport

structures. This could be a particularly binding&toaint for countries that are landlocked andlstuc
in a narrow range of export specialization, ofteimpry commaodities. This may increase their
exposure to global price shocks and translate figber volatility in terms of trade and output
growth. The geography of market access can thergfoovide an important explanation for why

some countries are more prone to external shocks.

To sum up, geographic distance—by virtue of its agtpon transport costs—can be a structural
determinant of trade structure. The trade struatarein turn influence a country’s vulnerabilitydan
expose it to shocksThus, distance can provide one concrete mechathissngh which geography,
trade structure and volatility could be linked. $&aenechanisms could be more formally described in

the following schema:

Distance from coast or navigable river => Transposts => Patterns of export specialization|=>
Terms of trade volatility => Output volatility

These mechanisms are sometimes recognized in poplitaourse but have not yet been
systematically examined. The 20BBiman Development Reparfers to remoteness as a structural

barrier to export diversification:

“Lack of market access contributes to the couritdependence on natural resources

and consequent exposure to major fluctuations mneodity prices”—(UNDP, 2003).

However, the mechanisms linking geography and Wityatmay not be straightforward. For example,
countries that are landlocked or distant from lamgrkets can be less exposed to external shocks,
precisely because these natural barriers tendnibtliade. At the same time, even if a lack of neark
access inhibits trade, it could also lead countigespecialize in a relatively narrow range of expo
(often primary commaodities) that leaves them esdlgcivulnerable to changes in world prices. In
sum, the geography of market access can determimada structure as well as vulnerability to

external shocks—and these effects can sometimeatepe opposing directions.

2 Primary commodities experience a higher degreerigle instability. Average annual price changes gdmary commodities have
generally exceeded those for all non-oil commoutidex.
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2.1. Some preliminary evidence

Using some broad statistical data, a cursory ladkeanumbers suggests a strong association between
broad geographical characteristics and volatiltigure 1 shows how the average extent of growth
volatility for groups of countries varies acrosffatient latitude bands. It displays a clear pattafn
volatility declining with distance from the equatdiropical countries situated closer to the equator
tend to experience higher volatility. Table 1 pd®g a comparative picture of the evolution of outpu
volatility across broad geographical categorietpOuvolatility is defined throughout this analysis

the standard deviation of the first log-differenoéseal GDP per capita series from PWT 6.1.

Figure 1. Output volatility by latitude
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Source Malik and Temple (2006).

Table 1 provides some interesting contrasts. Meddatility during the 40-year period, 1960-1999,
was about three times as high in tropical countge# high-income OECD countries. The same fate
befalls low-income countries, where average vatgatis significantly higher than in their rich coum
counterparts. The temporal patterns generally paistmilarly depressing scenario. While growth
volatility has fallen in the overall sample oveethast four decades, volatility in tropical and {ow

income countries is still considerably greater tmahigh-income OECD countries.
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Table 1. Evolution of output volatility — by decade

Country

- 1960-99 1960s 1970s 1980s 1990s
grouping,
Type N Mean Median Mean Median Mean Median Mean Median Mea Median
All 0.055 0.046 0.050 0.041 0.054 0.041 0.050 0.039 0.046 0.032
(0.029) (0.036) (0.036) (0.035) (0.043)
Developing 47 0.054 0.046 0.047 0.041 0.053 0.041 0.058 0.043 0.044 0.034
(0.028) (0.031) (0.037) (0.039) (0.042)
Low-income 42 0.069 0.066 0.062 0.051 0.068 0.057 0.058 0.051 0.062 0.055
(0.029) (0.039) (0.038) (0.035) (0.049)
High income 22 0.028 0.026 0.026 0.025 0.030 0.030 0.023 0.023 0.022 0.019
OECD (0.007) (0.012) (0.011) (0.007) (0.009)
TropicaP 66 0.065 0.063 0.057 0.047 0.061 0.048 0.059 0.051 0.057 0.038
(0.031) (0.039) (0.038) (0.032) (0.051)
Koeppen-
Geigger 70 0.059 0.052 0.048 0.042 0.055 0.042 0.054 0.044 0.055 0.035
Tropics- (0.031) (0.029) (0.037) (0.033) (0.051)
Subtropics
Non-tropics 34  0.046 0.038 0.046 0.033 0.050 0.034 0.035 0.026 0.028 0.024
(0.029) (0.042) (0.036) (0.023) (0.016)
Temperate 42 0.042 0.036 0.039 0.030 0.044 0.032 0.034 0.028 0.029 0.026
(0.024) (0.028) (0.034) (0.019) (0.015)
Non- 62 0.064 0.061 0.053 0.042 0.059 0.049 0.057 0.049 0.058 0.038
temperate (0.032) (0.037) (0.037) (0.034) (0.054)
Key Export
Categories 34 0.072 0.064 0.060 0.053 0.066 0.052 0.064 0.058 0.067 0.047
Primary (0.035) (0.039) (0.039) (0.038) (0.061)
Commodit§f
Manufactures 16 0.043 0.037 0.032 0.025 0.031 0.032 0.025 0.021 0.026 0.023
(0.028) (0.017) (0.008) (0.011) (0.013)
Fuel- 8 0.084 0.085 0.077 0.066 0.087 0.094 0.072 0.070 0.070 0.049
exporters (0.022) (0.045) (0.034) (0.031) (0.060)

Source Malik and Temple (2006)
Notes: Output volatility is defined as the standard dewiabf log-first differences of the real per
capita GDP series from PWT6.1.
The statistics are reported for non-overlappingades: 1960-69, 1970-79, 1980-89, and
1990-1999.
Figures in parenthesis are standard errors.
Regions are defined on the basis of World Banksdiaation.
a. Figures for developing countries that are NOT “loweme”.
b. Based on the tropical (0,1) dummy from GDN database
c. Countries classified as non-tropical if O per ceftheir area falls in the tropic
subtropics eco-zone. The rest are treated asaiopbuntries. A parallel definition is
used for temperate and non-temperate zones.
d. Countries are classified as tropical if morants0 per cent of the total land is in the
tropics-subtropics eco-eofsimilarly for temperate zones).

The second part of table 1 provides another corsparof growth volatility between tropical and

temperate countries. The geographical categoriesnaw defined on the basis of an ecological
definition of the tropics, which takes into accountwider set of characteristics such as climate,
precipitation, ecology, soil conditions, etc. Even this more nuanced classification, tropical
countries seem to have experienced greater growldtility than their temperate counterparts during

the same period.
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Summarizing output volatility across countries witlifferent trade structure presents similarly
interesting contrasts. Growth in fuel and non-faréinary commaodity exporting countries has been at
least twice as volatile as in exporters of manufiget goods. This accords well with conventional
wisdom: prices of primary commodities are generaltyre volatile in international markets. Over the
previous four decades, however, growth volatilias ldeclined for these categories regardless of the
trade structure. Yet, perhaps more interestingblatility differences between primary and non-

primary commodity exporters seem to have preseovedtime.

The questions we would like to ask are in a sensehndeeper than those afforded by the aggregate
statistics presented above. One may ask, for exaniplthere is any overlap between the two
categories; geography and trade structure. Aflemany tropical countries are primary commodity
exporters and tend to have a narrow range of exgpertialization. For additional insights, we now
turn to a visual inspection of selected scattertspl&-igure 2 plots growth volatility against an
important dimension of tropicality: coastal distanclhe unconditional plot displays a positive

association, exhibiting a strong tendency for rentmuntries to experience higher volatility.

Figure 2. Volatility and coastal distance
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Our maintained hypothesis in Section 1 attribultés $trong association between coastal distance and
volatility to the effect of geography on trade sture. In particular, lack of geographical proxinit
can translate into concentrated export structinaisdan invite higher terms of trade volatilityg&ies

3-4 provide a graphical illustration of these rglaships.
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Figure 3 plots the UNCTAD export concentration ixdagainst mean distance from coast or
navigable river. This confirms our initial prioras¢ment that remote countries, defined here agthos
with high coastal distance, tend to have more catnaged export structures. Similarly, Figure 4
shows that countries which score high on the UNCBA&Xport concentration index also appear to
have experienced greater terms of trade volatilitgr the period 1960-1999. Taken together, these
partial scatter plots point to the potential imporde of the relationship between coastal distance,
patterns of export specialization and terms oferealatility. More formal empirical work will teghe
extent to which these relationships survive afterditioning for the level of development and other

volatility determinants.

Figure 3. Export concentration and coastal distance
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Figure 4. Terms of trade volatility and export conentration
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2.2. Distance and transport costs

A crucial building block of our analysis is the cattion between coastal distance and transport
costs. To appreciate the nature of the argumeistjritportant to understand how distance can aat as
common proxy for transport costs. It is now a wetieived wisdom, thanks to the growing literature
on economic geography, that geography is a keyrmatant of transport costs. It is easy to
understand why a country’s geography—its locataistance from the sea and distance from major
markets—can influence the costs of transportatance ocean shipping is the cheapest and principal
mode of transportation of goods, countries witheasy access to the coast are likely to face high

transport costs.

There is currently plenty of evidence to prove tgabgraphic disadvantage in the form of long
distances translates into higher transport cosgtgd data on direct shipping costs, Radelet antdsSac
(1998) found that the average cost of freight arsdiiance for landlocked developing countries was
some 50 per cent higher than that for coastal casntSimilar evidence emerges from the empirical
analysis in Limao and Venables (2000): transpostsc@n a median landlocked country are 55 per

cent higher than that in a median coastal economy.
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Defective or absent infrastructure can compoundctiss of remoteness. Distance combined with a
weak infrastructure is a double jeopardy in manyettgping countries, especially in sub-Saharan
Africa. Together with geography, infrastructuraigey determinant of transport costs. As Limao and
Venables (2000) demonstrate, the quantitative &ffe€ infrastructure on transport costs can be
substantial: “a deterioration of infrastructurenfrthe median to the 5ercentile raises the cif/fob

factor from 1.28 to 1.40, equivalent to becoming@m further away from all trading partners.”

There is a sense in which infrastructure effeces mwore pronounced in distant or landlocked
countries. While weak infrastructure explains ofyper cent of the predicted trade costs in coastal
countries, it accounts for 60 per cent of transpodts in landlocked countries. It is thereforeacle
that infrastructure improvements will result in eegter payoff in remote countries, mitigating the
adverse effects of distance. “An improvement in aama transit countries’ infrastructure from the
25" percentile to the ?5percentile overcomes more than half of the disathge associated with

being landlocked” (Limao and Venables, 2000).

3. The penalty of distance: coastal distance ana@ort concentration

Geographic proximity—by determining transport cesis also likely to influence the extent and
structure of trade, and these in turn can havendtsimplications for volatility. Remote countries
generally tend to have a limited exposure to trddes may reduce vulnerability to trade-related
shocks and result in lower output volatility. Ore tbther hand, distance can also have an effect on
trade structure, in the sense that by raising pam<osts distance tends to reduce possibilites f
export diversification. One of the great penaltéslistance thus seems to be concentrated on export

structures and, consequently, higher terms of tvattility.

Since the effects of distance on trade volumegjaite well known, the principal focus of this sedti
is on mapping links between distance and tradetsitre. But, for the sake of completeness, we will

begin by providing a brief sketch of the effectgistance on trade flows.

Distance and trade flows

One of the most well-established finding in int¢ior@al economics relates to the negative
relationship between distance and bilateral tradeother words, distance results in lower trade
volumes. The quantitative effects of distance @udrflows are widely documented. A few stark

illustrations are sufficient to make the generahpo

» The transport costs of the representative landbdaintry are 50 per cent higher, and trade

volumes are 60 per cent lower, than the represeatadastal economy.
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* The elasticity of trade flows with respect to tnamd costs was -3: a 10 percentage point
increase in transport costs reduces trade volumapproximately 20 per cent. A doubling of

transport costs (from the median value) reduceetvalumes by 45 per cent.

* Doubling distance from 1,000 km to 2,000 km reducade flows by more than half; at 4,000

km trade volumes are down by 82 per cent, and ®y08km, down by 93 per cent.

* In 1995, landlocked countries had a meagre impuatesin GDP standing at 11 per cent
compared to 28 per cent for coastal economiesh®©ftdp 15 non-primary export performers

between 1965-1990, none were landlocked.

* A1 percentimprovement in a country’s market asdeas the effect of increasing its exports

by 1 per cent.

A striking aspect of the role of distance is itstouing importance in predicting trade volumes
despite the fall in trade costs in the wake of adements in communication technology. In fact, the
impact of distance on trade is shown to have isa@aignificantly over time (Disdier and Head,
2003). Brun et al. (2002) suggest that the impaatistance on trade has increased by 11 per cent
over the past 35 years.

Distance and trade structure

The main argument advanced in this sub-sectiohas distance can serve as a structural barrier to
trade diversification. There is a strong tendemmycbuntries that lack market access to specialize
narrow range of commodities, often primary commieditThis is confirmed in Figure 3 which shows
a positive association between coastal distanceeapdrt concentration. What can be attributed to

such a relationship?

An important reason is that distance imposes higtiet costs which can in turn shape patterns of
export specialization. Labour-intensive manufaaurexports are increasingly subjected to
competitive pressures, forcing them to rely on $mafit margins, high import content and efficient
supply chains. There is a growing dependence ofufaatured exports on intermediate goods or trade
in tasks. Trade in components and geographicahfesagation of these production processes increase

the importance of transport costs.

% Limao and Venables (2000) and Redding and VesgB204).

31



In fact, as Radelet and Sachs (1998) demonstratee \added is particularly sensitive to transport
costs in a vertically fragmented industry. For exptems, such as electronics, where production
processes involve a high import content, shippingt can reduce the potential value added
dramatically. For example, for a typical landlockaaintry (with a CIF/FOB band of 18 per cent),
value added in electronics would only be half tlddug added in a coastal economy (Radelet and
Sachs, 1998).

Due to high transport costs, countries that areygghically isolated are placed at an immediaté cos
disadvantage, and will find it harder to developnofacturing exports. Distance can therefore make
domestic manufacturing production uncompetitivejiting possibilities for export diversification.
Figure 5 plots the log of manufacturing share infGiveraged over the 1960-2000 period against the
log of mean distance from coast or navigable riVére plot suggests a strong negative correlation
between the two variables: countries situated éartmom the coast are likely to have small

manufacturing sectors relative to their GDP levels.

The importance of transport costs and the tendércindustries to emerge and grow along coastal

regions was noted by Adam Smith, who wrote that:

“As by means of water-carriage a more extensivekatais opened to every sort of
industry than what land-carriage alone can affgrda it is upon the sea-coast, and along
the banks of navigable rivers, that industry ofrguénd naturally begins to sub-divide
and improve itself, and it is frequently not tilleang time after that those improvements
extend themselves to the inland part of the colrtr@mith (1776).

A wide range of evidence suggests that remote desrdre indeed less likely to export manufactured
goods. Landlocked countries export 60 per centualge added per capita than their maritime transit
counterparts (Snow et al., 2003). Breinlich (2086ygests a positive correlation between market
access and the relative size of the manufacturguogos in poor countries. Similarly, Radelet and
Sachs (1998) argue that high shipping costs areciated with slower growth of manufactured
exports. Redding and Venables (2003) blame geographmarket access for the poor export
performance of sub-Saharan Africa. These contoebstall point in the same direction, namely, that

adverse geography can influence patterns of sjzatiah.
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Figure 5. Coastal distance and size of the manufaging sector
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3.1.  Anecdotal evidence from Africa

How plausible is the link between distance, trattecture and volatility in practice? It will be
instructive to consider some informal evidence freu-Saharan Africa. The significance of coastal
access for developing countries was recognized éguin Book | ofThe Wealth of Nationghere

Adam Smith wrote:

“All the inland parts of Africa, and all that past Asia which lies any considerable way
north of the Black and Caspian Seas, the ancignthiag the modern Tartary and Siberia,
seem in all ages of the world to have been in #mes[economically underdeveloped]
state in which we find them at present ... TheecimrAfrica none of those great inlets ...
to carry maritime trade into the interior partstbét great continent.”—Book |, The

Wealth of Nations

It is well-known that economic activity has ofteaveéloped fastest in coastal regions. The surge in
China's foreign trade in the late eighteenth cenéurd its concomitant industrialization was much
facilitated by the development of Treaty Ports (Eas, 1988). In the United States, much of the
economic activity has been concentrated close & dbean and Great Lakes coasts, and this
concentration increased over the twentieth cenfRepport and Sachs, 2003). In the case of Western
Europe, proximity to navigable rivers may have dideonomic development, as in the concentration

of industry around the Rhine.
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Africa provides a stark illustration of the imparta of geography of market access. The link between
geography and export performance is arguably madent in Africa. Many African countries belong
to the hinterlands, situated at long distances dway coasts, and poorly connected with the outside
world. Landlocked countries rely on neighbouringngit countries, which sometimes have poor
transport networks, and this often results in & dsmdvantage for exporters. Administrative carsts
the form of transit and customs charges, and tbdem costs of bribes and administrative delays,

further compound the overall costs of transportatio

These trade costs are not just limited to highetscof transportation, but include costs imposed by
such motley dimensions as politics, infrastructame conflict. This is best illustrated by considgri

the example of landlocked countries, whose tradmection with the outside world is through transit
facilities in neighbouring countries. Landlockecuntries face a double penalty because of distance:

their exports are as much dependent on conditibnsighbouring transit countries as on their own.

Access to transit countries is limited both by pidrastructure and the disruptive influence ofilciv
conflict. When transit countries have a poor tramsmetwork, exporters face a severe cost
disadvantage. Administrative costs in the formrahsit and custom charges further escalate overall
trade costs. Such direct costs of accessing fasilih transit countries can amount to as muchgas 2
per cent of the direct freight costs (Anyango 19%mow et al.,, 2003). The implicit cost of
cumbersome paperwork, bribes, and administratileydere yet another burden. In much of Africa,
the average delay in border crossing is about 2hetBs (Snow et al., 2003). Administrative delays

alone are estimated to impose an annual cost ofti88filion.

Politics can be a hindrance too. Landlocked coestoften need to negotiate rights for accessing
transit countries’ facilities. Poor political rdlas with a transit neighbour tend to limit suclcess,
with external war being an extreme case. Even gibd neighbourly relations trade could be

inhibited by civil strife—both at home and in swnaling countries.

Civil war can render existing transport networksisable, which is likely to result in a redirectioh
trade and a further escalation of transport cdstis. civil war in Mozambique has forced a large part
of the South African Development Community’s (SAQi€de to the port of Durban in South Africa.
Malawi’'s cheapest access to the coast was via Moizam ports of Beira and Nacala, which
remained closed during the two decades of civil waviozambique. Malawi was therefore forced to

reroute its trade to the twice-expensive ports ofian and Dar-es-Salaam. As a result, insurance and

4 These various charges could include port fedscharges, road tolls, cost of customs verificatiposting of security bonds, etc. See
Anyango (1997) and Snow et al. (2003) for morereight costs when transit countries are involved.
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freight costs shot up from “20% of the import hillthe early 1980s to 40% by the latter half of the
decade” (Snow et al., 2003).

What does all this add up to? The cost of an inttegeographical disadvantage coupled with
dilapidated infrastructure, and internecine pdliticonflicts are broadly manifested in higher traors

costs. Nowhere is this more evident than in sula&ahAfrica where ad valorem freight costs are
about 20 per cent higher on average (Ng and Ye&4183). Such costs have actually increased

recently.

“In 1960, for example, net freight payments to fgre nationals absorbed 11% of
Africa’s export earnings; that ratio had increased 5% by 1995. And for landlocked
African countries, the freight cost ratios exce®&63 as exports must transit neighboring

countries” (Amjadi and Yeats, 1995).

These high transport costs can provide one exptandbr Africa’s poor export performance,

especially its continuing inability to diversify parts. The region has a high degree of export
concentration, with primary commodities typicallgntributing over 90 per cent of total exports in
these countries (Ng and Yeats, 2003). A selectisaview of individual country experiences can put

these links between geography and export perforenema broader perspective.

Zambia

Situated at about 992 kilometres from the coastpldia has one of the highest export concentration
indices in the world (0.84). Its exports are priflyadominated by copper and other minerals.
Consequently, its terms of trade volatility arecaéxceedingly high. Zambia has one of the worst
transport infrastructures in the region: about B0 gent of the paved roads were considered to be in
poor condition. Owing to its rundown infrastructu#ambia faces high transport costs—in some
cases it could be as high as 60-70 per cent ofatlaé cost of productiohTo make matters worse,
ongoing civil war in Angola prevents Zambia fromarisporting its goods westward. Instead, it relies

more heavily on the South African, Tanzanian anaafabiquan transit networks.

® These examples draw on Snow, Faye, MacArthur Samths (2003).
¢ Estimate based on Economist Intelligence Unibsi@ry Report.
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Ethiopia

Ethiopia is another example of a country wheredargastal distance (about 500 km) tends to coexist
with high export concentration. Primary commoditi® the mainstay of its economy, with the
agricultural sector providing 9 per cent of totaperts. Coffee exports, for instance, account funa

60 per cent of total export earnings—and this makbsopia particularly vulnerable to global coffee
price shocks. Like Zambia, Ethiopia also suffemsrfrinadequate transport facilities. It has onehef t
lowest road densities in the world, with only 20 gent of its land area within 10 km of an all-
weather road and 70 per cent of its farms beingertitan a half-day’s walk from an all-weather road.
During much of the 1990s, Ethiopian trade reliedtlom Eritrean port of Assab, which allowed the
transport of over 75 per cent of its internatiotratle. Since the 1998 border conflict with Eritrea,
Ethiopia has shifted its trading route to the @drDjibouti.

Rwanda

Rwanda is a landlocked country situated at an wailyshigh distance of 1,500 km from the nearest
port. It has a narrow export base: traditional @adtiiral exports primary goods account for over 90
per cent of export share. Some 74 per cent of eofabrts come from exporting only three products
(Ng and Yeats, 2003). The transport system is ditpd, with only 2,662 km of paved roads.
Rwanda has experienced internal conflict among etimg ethnic groups. Ethnic conflict which

sprung in the Great Lakes region has spread torlyriDemocratic Republic of the Congo and

Rwanda.

Uganda

With a coastal distance of about 970 km, Ugandanigher country that is conspicuous for its high
levels of export concentration. In 1995, more tBérper cent of Uganda’s export earnings came from
coffee exports—and a large proportion of thesep@&3cent) were directed to the European Union in
2001. Such a narrow concentration of exports—bylpects and destination—can help to explain the

excessive volatility of Uganda’s terms of trade.

Uganda has only two key passages to the sea: ttteedo Corridor to the port of Mombasa and the
Central Corridor to Dar-es-Salaam. Although tramspmprovements are in progress, the existing
road network remains inadequate, with only somer7cpnt of the total highway system pavébbt

transport and insurance payments amount to moreiBger cent of export value (Amjadi and Yeats,
1995). Local violence and prolonged civil war hdsesely affected the Gulu and Kitgum districts in
northern Uganda. Strong rebel movements are atsept in the western Uganda. This internal strife,
combined with the outpouring of refugees from nbimiring States, has increased internal

displacements and suffering from drought conditions

7 CIA World Factbook (2002).
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4.  Empirical implications

The anecdotal evidence discussed so far indicasgstamatic tendency for remote countries to have
more concentrated export structures. However, igesatwo pertinent questions. First, are these
examples pure accidents or a systematic associb@tween geography and export specialization?
Second, can these examples be described as aedaskica effect, or do they apply more generally

to a wider cross-section of developing countries?

A formal empirical analysis can yield more defindi conclusions on the relationship between
geography, trade and volatility. However, existiampirical research on the causes of output
volatility has tended to ignore geography as a mg@tk explanation. In particular, there is little

systematic evidence on the possible link betwestadice and trade structure.

Malik and Temple (2006) have attempted a systenmatiestigation of the determinants of output
volatility, focusing mainly on structural explarats of volatility. Empirical analysis in this paper
inspects the importance of geography relative teerotompeting explanations conventionally put
forward in the literature. These include, amongaththe role of mismanagement of macroeconomic

policies, lack of financial sector development #melabsence of strong political institutions.

The sources of output volatility are explored inrabust empirical setting using the recently
introduced model selection approach, the Bayesiatleimaveraging. It is employed as a first step in
the model-building exercise. The intention is teritify a set of robust correlations of volatilityat
could inform our final choice of models. Precisd¢aile of our empirical approach can be perused
from the CEPR working paper: http://www.cepr.ord/slaps/DP5516.asp

Focusing on the empirical results, we confirm tiiersy explanatory power of indicators measuring a
broad cluster of institutions. Some of the institmél measures included in our analysis are: the
aggregate governance index developed by Kaufmanal.ef1999), the Henisz (2000) political

constraints index and POLITY IV'’s constraints om #xecutive. Consistent with previous studies, we
find strong institutional quality, especially a hgg degree of constraints on the executive, to be

associated with lower levels of output volatility.

Perhaps more importantly, we find a robust effettgeography even after conditioning for
institutional indicators. This contributes to theoging literature on the comparative importance of
geography, trade and institutions in determinimggloun economic performance (Rodrik et al., 2004;
Sachs, 2003b). Remote countries are systematicalhg volatile. Coastal distance seems to have a
non-linear effect on output volatility: “conditiohan whether or not a country is landlocked, vditati

increases with distance from the sea”. In condeatas, our results imply that volatility is lowdst
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countries with a higher proportion of land near tloast, intermediate in landlocked countries and

highest in countries that are not landlocked bugnettoastal distance is significant.

However, the effect of coastal distance on votgtit substantially weakened after the inclusion of
terms of trade volatility. A one-standard deviatirange in terms of trade volatility translate® iat
change of around 0.30 of a standard deviation ofnoeasure of output volatility. This suggests that
the “association between coastal distance and putpatility works partly through exposure to world

price shocks”.

This is explored more systematically by estimatimadels where the dependent variable is a measure
of export concentrationControlling for a number of relevant dimensions fivel that geography
increases export concentration. We also show tkigtemce of road infrastructure (percentage of
paved road network) is negatively associated wkpog concentration, hinting at the mitigating

effect of infrastructure.

Overall, our empirical analysis highlights the imiamce of both geography and institutions and
provides strong empirical evidence on the posdiinle between remoteness and lack of export
diversification. These effects are robust to thelusion of a variety of different volatility

determinants that include but are not limited toaficial development, policy mismanagement, initial

level of real per capita income and initial popiadiat

5.  Concluding remarks

Summarizing the main arguments in this paper, uarforms of remoteness, especially lack of access
to the sea, imply that some countries face siggniimatural barriers to trade. These barriers neay b
especially important in constraining the developtmehf the manufacturing sector, and lead to
specialization in a narrow range of goods, oftamary commodities. As a result, there is a strong
association between remoteness, export concemtratiol exposure to world price shocks, all of
which help to explain why remoteness and outpuatilil/ are so closely linked in the cross-country

data.

What does the association between geography aratiliglimply for policy? This paper is not

intended to advance geography as an end in its@ould be wrong to conclude from these results
that countries with geographical disadvantage anelemned to higher levels of output volatility. On
the contrary, it suggests a more nuanced interwerti developing countries that is based on a bette

appreciation of the structural constraints of theeeieties. After all, as Dani Rodrik powerfully

8 Here the precise measure by UNCTAD is used.
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argues, each country has its own set of bindingtcaimts, and policy must be tailored to account fo
these.

Countries facing a systematic geographical disadegnrequire a conscious policy effort to mitigate
the effects of adverse geography. To give a comaegample, there may be significant payoffs to
improving the transport infrastructure in landlogksountries. As evidenced in Limao and Venables
(2000) “Moving from the 78 percentile to the 25in the distribution of infrastructure quality more
than halves the cost penalty for being landlocket] more than doubles the volume of trade.”
Moreover, a well-developed infrastructure in a heiguring or transit country is likely to be as

important as improving domestic infrastructure.
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V. Trade Facilitation as a Development Tool: WhatCan We
Learn From a Decade of Quantitative Research?
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University of Manchester

1. Introduction

Trade facilitation has become an integral parhefpolicy package aimed at building the supply-side
capacity and trade-related infrastructure in dgvelp countries and is at the centre of discusaion i
the aid for trade agenda. Reductions of tariff ieesrin subsequent rounds of international trade
negotiations and changes in supply chain manageprantices, such as greater reliance on just-in-
time deliveries, have resulted in a relative insesi the importance of border procedure-relatditr
transaction costs for international commerce aigtyéred keen public interest in trade facilitation
efforts (OECD, 2003). Recognizing the importance tafde capacity-building and to enable
developing country members to benefit more fullynfrmultilateral trade liberalization, the WTO's
147 members commenced negotiations on trade &iwlit in July 2004.The Doha Work Program
agreed to ‘clarify and improve relevant aspectdAdicles V, VIII and X of GATT 1994'. These
articles take upFreedom of Transit, Fees and Formalities connecteith Importation and

Exportation,andPublication and Administration of Trade Rules.

Trade facilitation is generally understood to insoteducing the transaction costs associated fith t
enforcement, regulation and administration of trpdkcies, and reforms in this area are designed to
reduce the costs involved in the cross border meweraf goods and services (Staples, 2002). In a
narrow sense, the definition of trade facilitatr@fiorm measures is limited to the logistics of nmgyvi
goods through ports or more efficiently moving doeumtation associated with cross-border trade. A
broader definition includes the environment in whitansactions take place, transparency and
professionalism of customs and regulatory enviramsieas well as the harmonization of standards

and conformance with international or regional tagons (Wilson et al., 2004).

! E-mail: tomasz.iwanow@manchester.ac.uk

2 Trade facilitation, along with competition polidpvestment and government procurement, was panecso-called Singapore Issues, as
these themes were first discussed at the WTO’sirial Meeting in Singapore in 1996. Since theérisalies, with the exception of
trade facilitation, were dropped from the Doha Depment Round which highlights the emerging conssnisnportance of both
developed and developing countries.
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It has been argued that trade transaction costighvitade facilitation efforts aim to decrease, are
major factor in explaining the patterns of interoaél trade and investment flows (Deardorff, 2001;
Obsfeld and Rogoff, 2000). Estimates of the shéardirectly incurred trade transaction costs range
from 2 to 15 per cent of total trade (OECD, 200B)e costs stemming from customs and related
import formalities are of the order of 2 to 5 pemt of the value of merchandise trade. Trade
facilitation, defined in the narrow sense, is tleme potentially a very cost effective way of rechac

the costs of trading.

The past decade saw an emergence of researclulitethat attempts to quantify, in both partial and
general equilibrium frameworks, benefits arisin@nir trade facilitation reform. The literature
generally shows that there are significant welfgegns from trade facilitation reform and that
developing countries stand to gain most from tleddrm. This finding reflects that, on average,
developing countries have less efficient customd mgistics and hence a bigger potential for

improvement.

Despite the high expectations of gains from traaklifation, empirical estimates of the impact of
reforms on trade performance have been limited iandhs proved difficult to provide strong
supporting evidence of a causal link between tfaddéitation reforms and trade performance. The
complexity of international trade procedures makesery difficult to put exact figures on the
monetary gains from trade facilitation. This papetically surveys recent literature on the impatt
trade facilitation reform and shows that althouging from this type of reforms can be considerable,
such gains are not immediate. The success of femilg¢ation reforms depends on a host of country-
specific factors as well as comprehensiveness amardination of the reform’s execution.
Furthermore, in the absence of any conclusive, ematiye cost measures of the implementation of

such reforms, a reliable cost-benefit analysisdoafar been impossible to implement.

The paper is structured as follows: Section 2 glewia review of the recent literature relatingolé
facilitation reforms, particularly in developing waries. Section 3 gives an indication of the polic
implications arising from the quantitative litereguon trade facilitation as well as shows further

research directions. Section 4 concludes.

2. Overview of recent quantitative research on trde facilitation:
Quantitative assessments of trade facilitationrreogenerally use two methodological approaches:
gravity models and computable general equilibrit®&E) models. Recently, the impact of trade

facilitation was also analyzed at a microeconomi@l using firm-level surveys
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2.1. Gravity models

A standard gravity modeépplies regression analysis that assumes thatolbene of trade between
two countries is positively related to the sizahddir economies, as measured by GDP, and negatively
related to the trade costs between them. A numbeamables are normally used to capture trade
costs. These include whether a country is landidakean island economy, the distance between the
exporter and importer, as well as various dummjyabes that indicate whether both countries belong
to a regional trade agreement, or share a commugudae, border or colonial heritage with its
trading partner. Studies that aim to assess thadtrgf trade facilitation reform on trade flows aby
augment the standard gravity model with variabléiig} proxy the efficiency of trade facilitation

environment and assess the impact of that vargbde( bilateral trade flows.

Wilson, Mann, Okuki (2004) were among the firse&iimate the impact of trade facilitation on trade
flows within a gravity model methodology. The authapply a broad definition of trade facilitation
and construct four indicators—port efficiency, ams$ environment, regulatory harmonization, and
what they call service-sector infrastructure (Ingtraccess and use). Their results indicate large
potential increases in trade and growth rates ftade facilitation reform, which they define as
bringing the below average countries, half wayhtaverage of trade facilitation indicators forthé
countries in the sample. They find that global érfldws receive the biggest boost when exportetr por
efficiency and service sector infrastructure imgrovCustoms environment and regulatory
harmonization are also important for trade flows, lrave a smaller impact. According to this study,
the total gain in trade flows in manufacturing geddom improved trade facilitation measures
amount to US$377 billion. In their earlier studyI¥8n et al. (2003) show, using estimates of the
effects of trade on GDP per capita, from Dollar dfchay (2004), that the facilitation-related
expansion of trade has the potential to increaseage GDP per capita by 4.3 per cent in APEC

countries.

Iwanow and Kirkpatrick (2007a) show, also withirgravity model approach, that trade facilitation
reforms can indeed contribute to improved exporfgpmance. The study finds that both importing
and exporting countries would benefit from a betierding environment, but the country that
improves its customs procedures benefits most, whinderscores the value of unilateral action. The
authors extend the gravity model with a measurgegulatory quality and basic transport and
communications infrastructure and find that othelnibd-the-border reforms are also needed and are
often more important than on-the-border trade itatibn reforms in facilitating export growth. The

authors show that welfare gains from trade fatiitareform are highest if the reform is implemehte

® See Piermartini and Teh (2005) for a discussiontteoretical underpinnings and research questmadyzed in a gravity model
framework.
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along with other reforms designed to relax the Bugide constraints that inhibit an economy’s

response to changing trade incentives. Iwanow drig#trick (2007a) conclude that:

‘Trade facilitation reform on its own is unlikely tinduce an immediate and sustained
upturn in export performance in developing coustrkeor this to be achieved requires an
integrated programme of ‘second generation’ refoamsed at improving the quality of
the institutional and physical infrastructure thaill complement the necessary
improvements in trade facilitation, and thereby ante the economy’s capacity to

respond to the export market opportunities provioietrade liberalisation.’

Iwanow and Kirkpatrick (2007b), applying the versiaf the gravity model designed in their previous
work, find that improvements in on-the-border amthibd-the-border policies yield a higher return in
terms of increasing manufacturing export perforneairc African countries than in the rest of the
world. As shown in table 1, Africa’s trade facititn and business environment are below that of
other continents, implying that improvements insthéwo areas could have a significant impact on

relaxing the supply-side constraints on Africa’snuacturing sector.

Other studies that apply the gravity model methogpl examine how time delays affect international
trade. Djankov et al. (2006) find that, on averagggh additional day that a product is delayedrprio
to being shipped reduces trade by at least 1 par et differently, each day is equivalent to a
country distancing itself from its trading partnégs 70 km, on average. Nordas et al. (2006) analyze
the relation between time for exports and impddgistics services and international trade. In this
study, time is found not only to reduce trade vadgmbut more importantly lengthy procedures for
exports and imports reduce the probability thangirwill enter export markets for time-sensitive

products altogether.

2.2. Computable general equilibrium models

Computable general equilibrium (CGE) models areutations that combine the abstract general
equilibrium structure formalized by Arrow and Debrevith realistic economic data to solve

numerically for the levels of supply, demand andethat support equilibrium across a specified set
of markets. That method, usually, consists of rmbirket, multi-regional models that account for all

linkages in the economy (for example, the link bedw the steel and automotive sectors) and
represents a fully calibrated picture of an econ@Wiglkenhorst and Yasui, 2005) CGE models are a
standard tool for empirical analysis, and are wideted to analyze the aggregate welfare and
distributional impacts of policies whose effectsynize transmitted through multiple markets, or

contain menus of different tax, subsidy, quota mngfer instruments. In these models, trade
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facilitation is generally represented as technprayress in trading activities, following the apgeb

pursued by Hertel, Walmsley and Itakura (2001).

On a worldwide basis, Francois, van Meijl and vamderen (2004), using a modified version of the
GTAP model that allows for imperfect competition in the maamtfiring sector and assuming a
uniform 1.5 per cent reduction in trade transactiosts, estimate the benefits of trade facilitatmn
amount to US$72 billion. Hertel, Walmsley and Itekif2001), likewise, use the GTAP model to
show that greater standards harmonization for @bss and automating customs procedures between
Japan and Singapore increase trade flows ovestliden these countries as well as their trade flows

with the rest of the world.

Fox et al. (2003) also using the GTAP model corelticht a removal of frictions in border crossings
(delays) between Mexico and the United States wimdd to a US$7 billion increase in trade, with
southbound trade estimated to increase by US$®rbitknd northbound trade by US$1 billion.
Welfare would also increase by US$1.8 billion inXié® and by US$1.4 billion in the United States.

Walkenhorst and Yasui (2005) also use the CGE mtudgluantify economy-wide gains in various
regions from trade facilitation efforts in specifsectors. Importantly, the authors distinguish two
kinds of effects. They argue that indirect tradmsactions costs, such as longer border waitingstim
are best thought of as resulting in a wasting asfdiie product being shipped. But direct transastio
costs, such as form-filling, while being a costhe exporter or importer, are a source of inconme fo
the form fillers. To account for this distinctiotine authors model indirect transaction costs ghrtia
as a technical improvement to trading activitiekilevdirect transaction costs are modelled as» ‘ta
reflecting traders’ expenditure on logistics seegic Accordingly, they argue that previous CGE
results of the effects of trade facilitation thawh not taken account of this distinction may hagen
overstated. Two scenarios are considered: tradsacéion costs fall worldwide by 1 per cent of the
value of traded goods, and the reduction variessaccountries and sectors. The scenarios produced
estimates of global income gains of some US$4billThe largest share of these gains is attributed

to indirect costs, received by developing countries

Walkenhorst and Yasui (2008jtribute this to the fact that developing coumstih@ve, in general, less
efficient border procedures and, hence, biggerntiadefor improvements through trade facilitation.
Furthermore, the authors argue that since a largerof developing countries’ trade is in agro-food

products, and a larger number of their tradersaral and medium-sized enterprises, for which trade

4 Global Trade Analysis Project (GTAP) is a glolatwork of researchers and policy makers conductjngntitative analysis of
international policy issues. The network creategobal database of economic variables which ard tseonstruct CGE Models. For
details on the GTAP model please consult Herteéd;719
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facilitation is more important, developing coungrigvould benefit more from trade facilitation

improvements.

2.3. Microeconomic (firm-level) studies on tradadilitation

At the microeconomic level, Clarke (cited in OECID05) has studied factors that affect the export
performance of manufacturing enterprises in Africanintries using a cross country manufacturing
survey. The author finds that manufacturing entsgsr in countries with poor customs
administrations and restrictive trade and custoeggilations are less like to export. For instance, a
reduction in trade and customs regulations fromléwvel observed in the second most restrictive
country (that is, the United Republic of Tanzaniahis sample) to the level in the second least
restrictive country (Zambia) would increase expadsa share of production by approximately 4 per
cent for an average enterprise. This represeniscagase in overall exports by one third, sincetmos

production is for domestic consumption.

Yoshino (2006), in a study of African exportersids that trade facilitation as well as other behind
the-border factors not only characterize how mucanufacturing firms can export, but also
characterize the geographical orientation in expo@ompared with exports within Africa, the
analysis find that exports to the global marketréased substantially, with electricity services,
improvements in product and service quality, newiteh affecting productivity, internet access,

foreign ownership and trade credits contributesttucing trade-related costs.

3. What do we learn from a decade of research onaide facilitation?
Quantitative studies seem to indicate that very ¢euntries would lose from global trade facilitatio

and that developing countries have the most to fgam implementing trade facilitation measures.

Econometric studies might, however, overestimagepthtential gains from trade facilitation occurring
to developing countries for two reasons. Fitkese models assume that potential gains frone trad
expansion, due to trade facilitation reform, witlcar to developing country exporters. This finding
reflects the fact that developing countries haveyaneral, less efficient border procedures anugdie

a bigger potential for improvement through tradeilifation. In a highly competitive market,

however, an across-the-board decrease in tradsatrton costs might result in price declines and
welfare gains to consumers that are often in d@eslocountries. Second, no empirical studies
provide a cost-benefit analysis of implementingi¢rdacilitation reform as there is no comparable
cross-country database related to the costs okimgting such a reform. In most studies, a reduictio

in trade transaction costs is simply assumed taroas a result of implementing trade facilitation
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reforms. Since some of the requirements of tradéitition—such as, human capital capacity in the
form of computer literate work force, computerizgegtems, functioning telecommunication system,
use of IT solutions, harmonized payment systemstaddardized transport facilities—are partly the
outcome of a country’s overall level of developmetnsts of implementing such improvements

would be highest in low-income developing countries

The recent World Bank reporDbing Business in 2006documents the wide diversity among
countries in their trade facilitation and other inelthe-border policies such as business envirohmen
(table 1). It also highlights a clear positive etation between GDP per capita and the qualityaufet
facilitation environment and other behind-the-borpelicies. For example, in sub-Saharan Africa, on
average, it takes 35.6 days and 8.2 signatures riegoatory agencies to export a standard container
of goods, whereas in OECD countries the same taiklgs18 days to export and requires only three
signatures. Similarly, in terms of business regomgtit takes 9.8 procedures and 68.3 days to atart
business in Latin America and the Caribbean, a®sgmpto 6.2 procedures and 14.9 days in OECD

countries.

Table 1. Trade facilitation and business environmenin comparative perspective

_ Trade Facilitation Starting a business
Region Time for  Documents Duration Procedures GDP p/c $
exports to export (days) (number)
East Asia * 24.3 6.9 43.8 8.3 6051
Europe and Central Asia* 29.2 7.0 26.1 8.8 9290
Latin. America and the 22.2 7.0 68.3 0.8 8409
Caribbean*
*
MENA 24.8 7.1 38.5 9.7 6125
n*
South Asia 32.0 8.1 42.6 8.8 3136
OECD 9.8 4.5 14.9 6.2 33786
Sub-Saharan Africa 35.6 8.2 56.3 10.8 1993
Source:  World Development Indicators (Septer2bé6, Edition);
Note: * - excludes high-income economies.

Some indication of the cost of implementing tradeilitation reforms is provided by case studies of
reforms around the world. OECD (2005) has conductederies of case-studies that generally
concluded that the costs of even the most techinidainanding measures were by no means large,
and observed inter-linkages between various traddithtion measures demand the need for a

coherent implementation plan. However, the studgsithat overall implementation costs of specific
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measures will be affected by the current levelndfaistructure development in each country, which

may need to be improved before a particular medswatiectively implemented.

Duval (2006) undertook a quantitative survey ofdé&raexperts on the costs and benefits of
implementation of 12 specific trade facilitation aseres. This study confirms that long-term
savings/benefits exceed the perceived implementatasts for all measures considered. Experts
ranked the adoption and use of international staisdaestablishment of enquiry points, trade
facilitation committees and on-line publication tBde regulations and procedures as priority
measures. In the field of standardization and mudation of customs procedures, the process can
draw on internationally-based standards, suchasdiwv Kyoto Convention. Furthermore, there are a
number of administrative reform measures that wdildely not require large-scale investments or
new infrastructure projects. These include, fornepie, more explicit rules on payment of fees for
imports and exports, and more rapid response mesharto adjudicate customs disputes, among

others.

Despite the apparent benefits of trade facilitatisiorms, implementing them in isolation is unlikel
to bring significant increases in export performairt developing countries. For this to be achieved,
an integrated programme of strategic interventismmequired, aimed at improving the quality of the
institutional infrastructure, thereby relaxing thapply side that inhibits the economy’s response to
changing trade incentives. To illustrate this poihtis important to note that decreases in trade
transaction costs arising from trade facilitaticam cbe analyzed as ad valordanriff equivalents.
Economic analysis describes two main types of &ffe€ such tariffs: price and efficiency effects.
Price effects can be either direct, as in paymehtaistoms fees, port fees, rents to corrupt @fici
etc., or indirect, as in costs resulting from dslaypd unreliability of customs clearance. Pricect#
increase the price of traded products over what wwuld otherwise be, with a generally dampening

effect on the level of trade and a potentially pesieffect on domestic production (OECD, 2005).

From the perspective of a trader, however, a besiagreement starts with the placing of an order
and ends when the buyer receives the goods arstlilee receives the payment. It ultimately does not
really matter for a trader if the delay and coshisf goods/monetary is caused by transport, customs
or bank formalities (Hellgvist, 2003). Thus, foade facilitation reforms to be successful in eniragnc
export performance, complementary policies thatsbdabe efficiency of the whole export supply
chain are vital. Efficiency effects arise due t@duction in trade transaction costs which enaddeh
country to specialize in the production of thoseodg and services which it can produce most
efficiently. However, if the structure of econonaictivity is rigid then trade only has a modest igipa
on the allocation of resources across and withilustries and prevents resources from moving into

the most productive sectors and to the most effidiems within sectors. Thus, as noted by Iwanow
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and Kirkpatrick (2007a, b), reduction in trade Baction costs resulting from trade facilitation
reforms might have a relatively small effect on experformance if not implemented along with

other reforms designed to relax the export supgpacity constraints

Walkenhorst and Yasui (2005) argue that trade &etions costs seem to be higher for agricultural
and food products, fish, forest and wood produsiscé these products are subject to additional

border procedures due to sanitary and phyto-sgri&?S) requirements).

These are products for which many developing céestiave a comparative advantage. Quantitative
studies generally show that trade facilitation ioy@ments in agro-food industry would yield
particularly high benefits. However, as previousbted, these studies do not take into account the
potentially high cost of introducing certified lafatories, improving product standards etc. for
demonstrating compliance with SPS standards, &g fdr changing production methods throughout
the industry in order to comply with food safetwraiards. Studies also reported that small and
medium enterprises suffer most from poor tradetedlgpractices. Since poorer developing countries
have a larger share of such enterprises, tradelitdion improvements should have a
disproportionably large effect on developing coiastr The effects of trade facilitation improvements
on exports have a strong sector-specific dimenagrior example, in some sectors customs clearance
can often be conducted by intermediaries in theplyuphain. Thus the key for implementing
successful trade facilitation reforms lies in ursti@nding how the supply chain works for different

products and countries.

The above discussion suggests that depending osttheture of the economy as well as other
country-specific characteristics, the effects afle facilitation will diverge. The ‘growth diagncst
literature, for example, emphasizes the need tosfan policy reforms that are essential for growth,
as distinct from those that are merely desirabtmbse of efficiency gains (Hausmann, Pritchett and
Rodrik, 2005; Hausmann, Rodrik and Velasco, 20@inilarly, for enhancing export performance
and in order to achieve maximum efficiency gaireg;hecountry needs to identify the key binding
constraints on exports and focus policy reformitimg these key constraints. Trade policy reforms
should thus be aimed at identifying possible bottks in the export supply chain, which can arise
not only in the custom environment, but also im#$@ort and communication infrastructure or in
access to finance. Therefore, reforms need to foougcilitating regulation environment conducive

for the entire trading activity.

® ‘Presented with a laundry list of needed reforpuicy makers have either tried to fix all the lplems at once, or started with reforms
that were not crucial to their country’s growth @aial .... By focusing on the area that represémésbiggest hurdle to growth,
countries will be more likely to achieve successrfitheir reform efforts’ (Hausmann, Rodrik and \éela, 2006:12)

50



Further research on the impact of trade facilitatieform should be carried out at the individual
country level, in order to identify the key congtta on export growth. These studies should pogsibl
be in the form of value chain analysis, or use secgtudy approach, paying special attention to the
costs of implementing such reforms. The findingstledse studies should be integrated into the

national strategies for economic growth and povestiuction.

4.  Summary and conclusion

The policy implications arising from quantitativeudies on trade facilitation reform in developing
countries are many. First, all the surveyed studagdgirm that trade facilitation reforms, which for
the key element of the current ‘aid for trade’ rigggons, can increase the short- to medium-term
supply elasticity of manufactured exports. Secahdre is a need for complementary longer term
regulatory and infrastructure reforms that will irope the quality of the institutional and physical
infrastructure, thereby enhancing an economy’s @fpto respond to export market opportunities. In
order to achieve maximum benefits from reformsddraacilitation improvements should be
accompanied by other trade reforms that aim akiredaexport supply capacity. Thirdlperceived
benefits of trade facilitation reforms as well &c@ssary costs of such reform implementation will
vary depending on country- and sector-specific @ttaristics. Thus increased aid for trade flows tha
are being allocated to developing countries shputide for diagnostic trade studies to be carried
out in order to identify the key constraints on exggrowth, and the findings of such studies should

be integrated into the national strategies for eo@n growth and poverty reduction.

The magnitude of the benefits implied in the guatitie studies on trade facilitation should be seen
as the upper boundary of the actual gains thatniglachieved, as investment needs, in the absence
of cross-country data on the costs of implementrage facilitation reform efforts, have not been

incorporated in the quantitative analysis.

The literature indicates that developing countdas expect to benefit from trade facilitation refisr

more than developed countries. This finding reflettte fact that developing countries have, in
general, less efficient border procedures and,dembigger potential for improvement through trade
facilitation. In a highly competitive market, howsy an across-the-board decrease in trade
transaction costs could result in price declined aelfare gains to consumers that are often in

developed countries.
Furthermore, since many of the requirements oftfadilitation—human capital capacity in the form

of computer literate work force, computerized systefunctioning telecommunication system, use of

IT solutions, harmonized payment system and staliwkd transport faciliies—are likely to be
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inversely related to the country’s overall level advelopment, and costs of implementing such

improvements will be higher in low-income develagpitountries.

Thus, unless trade facilitation reform is implensghin a comprehensive and coordinated manner as
well as preceded with diagnostic trade studies,ctist of the actual implementation of the reforms

might, in some countries or regions, be so highttiey will rule out potential benefits.
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V. Trade Reform and Wages: A Case Study of SouthfAca’s
Manufacturing Sector:
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Abstract

The empirical literature examining the impact afefrtrade policies on economic performance is
inconclusive. This paper contributes to this opebade by examining the trade reform experience of
South Africa. Using annual industry-level data aowg the entire reform period from 1994 to 2004,
we investigate the impact of the reductions in m@hitariff rates (NTR) on the growth rates of
productivity and wages in the manufacturing sedfur results suggest that the cuts in NTR were
associated with increases in both growth ratesskiéev that these findings are robust to employing a
number of productivity measures resulting from eliéint estimation techniques. Additionally, we
control for concerns regarding the endogeneityrofgetion, as suggested by theories of the pdlitica

economy.

1. Introduction

In recent decades and in the context of deepenolzalization, many developing countries adopted
increasingly liberal trade policies. The latteragleid lowering protection on domestic industries by
reducing trade barriers, such as tariffs, quantegatestrictions (QR), customs and other non-tariff
barriers (NTB). The widespread claimed was thaterapenness will boost production efficiencies by
exposing local industries to international compatit and consequently stimulating higher growth
rates. Following this view, many international argations have prescribed globalization as a
remedy for the developing countries’ chronic ecomordepression. In accordance with this

prescription, several countries embarked on fragetpolicies during the 1980s and 1990s.

! Gratitude is expressed to Edwards Lawrence fdtimgehe detailed tariff data available.
2 Email: riham.shendy@eui
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There is extensive literature which examines tlecefof trade liberalization on economic welfare
and income distribution. The bulk of these studiescharacterized by two main features. Firstgtrad
policy outcome variables, such as trade volumesxpbrts and imports, are used to measure the
changes in trade policy orientation. A prime shamting in this setup is that trade flows are affdcte
by variables other than a country’s trade stratégy. instance, a country’s ability to export and
import also depends on its geography, institutiand infrastructure. Second, the majority of this
work favours Latin American countries, with limitegrk on Africa. The latter can be attributed to
the lack of micro data for African countries orttee fact that South America experienced earlier
reforms, which started in the 1980s, relative tadsf, in the 1990s.

In this paper, we examine the economic performafh&outh Africa’s manufacturing sector during a
period of intensive trade reform. After joining tiéorld Trade Organization in 1994, South Africa
witnessed considerable reductions in tariff rafagrage NTR, which measure the rate of protection
on final output, declined from 23 per cent in 1984 per cent in 2004, with large dispersions acros
the different manufacturing sub-industries. Usinthwal industry-level data covering the entire
reform period from 1994 to 2004, we investigate ithpact of reductions in NTR, our trade policy
instrument on the growth rates of productivity i@&ncy) and wages. Our results suggest that
reductions in NTR were associated with increasegraauctivity growth rates. We show that our
findings are robust to employing a number of prdidity measures from different estimation

techniques. Our results also support a rise igtheith rate of wages due to the witnessed tarif.cu

In our empirical estimation, we account for conseragarding the endogeneity of protection, as
theories of political economy suggest that labond g@roduct market concerns can influence a
country’s trade policy orientation. We argue that cesults do not suffer endogeneity bias, as we
consider the effect of one-period lag tariff rabesgrowth in productivity and wages, as opposed to
contemporaneous tariffs. Additionally, we use indufixed effects as another means to address this
endogeneity bias, as they control for the unobsktivee invariant industry characteristics that may

affect productivity, wages and tariffs.

This paper is divided into seven sections. In thet section, we describe South Africa’s trade polic
history. In Section 3, we outline the theatrictriature that relates trade policy to productiwiages
and employment. Section 4 describes our empiriegthodology, while Section 5 presents the data

used in the paper. Section 6 discusses our resudtéinally, Section 7 concludes.
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2. South Africa’s trade history
Until the 1970s, South Africa was firmly orientemiMards import substitution industrialization. The
first shift away from this trade regime came in 29vith the relaxation of QR and the introduction of

an export development assistance scheme. Howéeeoyerall trade policy remained protectionist.

In the mid-1980s, South Africa faced balance-ofrpagt pressures arising from a debt crisis, which
led to the implementation of import surcharges tbfiset the effects of the QR relaxation that
continued into the 1990s and were discontinued 9841 Moreover, in 1990, the general export
incentive scheme (GEIS) was introduced grantingislids to exporters based on their export value.
Belli et al. (1993) find that by the end of the 098the coefficient of variation of South Africa’s

tariffs was the second-highest among 32 developinumtries.

In April 1994, the first post-apartheid governméaa by the African National Congress (ANC) party
was democratically elected. This coincided with ithiation of multilateral trade reform, with the
WTO agreeing on the phase-down tariff plan offdogdSouth Africa in the GATT/WTO Uruguay
Round (1994). Consequently, during the period istgrt January 1995, South Africa experienced
considerable reductions in protection rétéslditionally, the same period was associated wth t
decision to phase out the GEIS, and by 1997 theréspibsidy provided under this programme was

terminated.

3. Literature review

3.1. Trade openness and productivity

Tybout and Westbrook (1995) summarize the theaketizguments predicting the relationship
between trade openness and productivity. Theymutlhree channels through which the positive
impact of increased import competition on produttiwcan be felt, namely: scale effect, share
reallocation effect, and residual effect. Produttigains under the former channel take place when
trade openness improves scale efficiencies whicburoavhen trade openness raises foreign
competition, which in turn increases the price t@ddag of demand, forcing domestic producers to
reduce their average costs. Additionally, increasechpetition under free trade policies can boost
industrial productivity through the share reallémateffect. An industry-wide increase in efficienisy
witnessed if trade reform leads to an increaséenmarket share of the more efficient firms and the
exit of the less efficient ones. Finally, a resideféect can occur if trade policy positively aftedirm
productivity through unobserved channels, suchnaswvation, spillovers, reducing agency costs or

technological progress.

® A more detailed characterization of the tarifiesdule will be provided in Section 5
4 See Bell (1997) for a more detailed descriptibBauth Africa’s Trade Policy.
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Examining the empirical literature studying theat@nship between productivity growth and tariff
reductions provides no consensus on the naturenefrelationship. Harrison (1994) finds an
insignificant effect of tariff cuts on productiviggrowth in Céte d’lvoire, while Tybout and Westbkoo
(1995) find that tariff reductions decreased praigity growth in Mexico by worsening scale
efficiency. Results from Currie and Harrison (198upggest the opposite as they find a significant
positive effect of tariff reductions on productivgrowth in Morocco. This effect is also confirmieg
findings from Ferreira and Rossi (2003) and Muen(®804) for Brazil. The evidence of the effect of
tariff cuts on productivity levels seems more ceteit, as Pavcnik (2002), Topalova (2004) and
Fernandes (2007) find that tariff reductions wessoaiated with significant increases in produdtivit

in Chile, India and Colombia.

3.2. Trade openness and workers’ wages

In this section, we start by outlining trade theeriwhich predict a relationship between trade
openness and wages under the assumption of pedeqtetition. The conventional Heckscher-Ohlin
(H-O) model predicts that owners of a country’s radant factors of production gain from trade,
whereas owners of the country’s scarce factors. loséhe context of developing countries, which
have an abundance of unskilled workers relativekitbed labour, the former group are thus the ones
expected to benefit from trade reform. Accordinghe H-O model predicts a heterogeneous effect of
trade policy on wages based on workers’ specifiaratteristics (skill level). These predictions,
stipulated by the H-O model, can subsequently aifetustry wages if sectoral differences in worker-

specific characteristics persist.

In contrast to the H-O model, which constitutesoagtrun framework by assuming perfect factor
mobility, a more short- and medium-run contextrigvided by the specific factor model (SFM) and
the Ricardo-Viner model, respectively, which assuatour immobility. In these models, wages
become relatively more depressed in sectors wracke fmore severe liberalization measures. As
imports increase in the liberalized sector, the alwinfor labour decreases, and given the underlying
assumption of labour immobility, workers face eitieduced wages or layoffs. In this set-up inter-
industry wage differentials can be explained assitary differentials due to labour immobility ihe

short and medium run.

Abstracting from a world of perfectly competitivearkets, models with imperfect competition,
namely, the efficiency wage theory and models oft-slharing with collection bargaining, offer
alternative mechanisms through which free tradeypaan affect industry wages. Under the former
set of models, trade reforms positively affect stdy wages if trade-induced productivity

enhancements are channelled to workers in the ébrmgher wages. Under the rent-sharing models,
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firms experiencing higher protection are able torae more profits. In this framework, industries
with stronger union representation can capturegustof these rents in the form of higher wages for

their workers.

Currie and Harrison (1997) are among the first omhe attempted to empirically test the relation
between tariffs and industry wage premiums. Fogusin Morocco, they find that tariffs had an
insignificant effect on wages. Revenga (1997) shdhet the Mexican tariff reductions were
associated with significantly lower wages. Goldbetgal. (2005) and Pavcnik et al. (2004) also
examine the evolution of industry wage premiumsofeing the nominal tariff cuts in Colombia and
Brazil. Goldberg et al. (2005) find that industriémcing higher tariff cuts experienced larger
reductions in wages in Colombia, while Pavcnikle{2004) find instead tariffs to be insignificant
explaining period variations in wage premiums i@8k Similar work is conducted on India (Mishra
and Kumar, 2005; Vasudeva-Dutta, 2004) and Mexi@i¢iano, 2001). With respect to India, results
from the former work support that trade liberaliaatinduced higher firm productivity leading to
higher wage premiums. Vasudeva-Dutta (2004), usidifferent dataset, finds the opposite. Results
on Mexico reported in Feliciano (2001) are similarthose reported for the Brazilian experience,

suggesting an insignificant tariff-wage relatioqshi

4. Empirical methodology

4.1. The effect of tariffs on productivity growth

In this section, we outline the empirical methodgiemployed to investigate the effect of tariff
reductions on productivity growth. We implement tleemmonly used two-stage estimation
procedure. In the first stage, we estimate a measfuyproductivity growth and in the second stage, w
regress the latter on NTR. Given the widely documexgnchallenges associated with estimating
productivity, we present results from a numberafremmetric models from which we obtain different

productivity estimates. These methodologies arkneat as follows:

To estimate productivity, we start by assuming@pction function for gross output in an indugtry

at timet of the following form:

Yi = Ay F(Kjt LM jt) (1)

Kjt andMjt are the quantities of capital and intermediateiinpespectively, used to produce output

Yjt. Ljt is the number of workers, arigt represents the industry-specific productivity pataown as
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total factor productivity (TFP). Taking logs of hatidesand then differentiating with respect to time,

we can re-express (1) as:

K dY L dY M dY
dyjt ZVd—dejt +Vadljt +7mdmjt ‘|'da.jt (2)
dy, =¢&.dk;, +edl, +& dm, +da, (3)

wheredyijt, dkjt, dmjtanddljt denote the growth rates in the real output, rapital, real intermediate
input and employment in an indusirnat time t.ez is the elasticity of outputy, with respect to an
inputZ whereZ = K, L or dajt is the growth in productivity. The common appro&clestimatedajt

is to treat equation (2) as a regression equadistimate the three elasticity parameters and canput
dajt as the regression residual which captures theti@mi in output growth that is not explained by
the variations inputs. We refer to this measur@rotiuctivity growth as OLS-Productivity. Despite
the attractiveness and the simplicity of this pchoe, it involves estimating three parameters for
output elasticities using data that is subjectiti@ing degrees of endogeneity. The latter steromf
the fact that inputs and outputs are simultaneodstgrmined by the firm, accordingly the technical
change termgaijt, is correlated with the choice of inputs. Ignorihg latter concern leads to biased

estimates.

The common technique to overcome this problem igst® the instrumental variable approach and
find instrumental variables (IVs) that are exogentuthe error terngajt, meaning that these IVs are
correlated with inputs but independent of any detnanproductivity shocks that affect the firm.dt i
not easy to find IVs that satisfy such conditioAscordingly, we resort to panel-data estimation
methods. We use the Arellano and Bond (1991) diffee-GMM estimator which employs lagged
levels of inputs as IVs for the changes in inpMt® refer to the productivity growth estimate from

this technique as DIFF-productivity.

A more traditional approach to estimate produgtivirowth is to use the growth accounting
procedure and compute what is known as the Solasdual, Solow-productivity. The latter

approximates output elasticities by factor shares:

dy, =a.dk, +ardl, +a,dm, +da, 4)
whereal andam are the shares of nominal labour remunerationirgiedmediate inputs, respectively,

in the nominal value gross output, computed from dhata. Regarding the share of capiilil, it is

5 Lower case letters indicate log the variable.lgg{Y).
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computed as the ratio of the return on nominaltehpd nhominal gross output. To compute the latter
ratio, one needs to estimate an unobserved returagital,r. In line with other work (Aghion et al.,
2006; Fedderke et al., 2006; Ferreira and Ros$l3RWe approximate by the long-run nominal
interest rate less expected inflation plus deptiecia On the one hand, this procedure is superior to
the previous approach as it entails a simple coatipm of productivity estimates, so that it
overcomes concerns regarding the endogeneity IBasciated with the regression estimation
technique. On the other hand, a prime shortconarigis accounting decomposition is the underlying
assumption of perfectly competitive markets whioiplies that under this empirical specification,

producers are assumed to have no market pricingmpdlat is, accrues no economic rents.

Finally, we report results using an alternativeduaiivity measure based on the growth in labour
productivity as opposed to the previously discussezhsure of TFP growth. We construct this
measure as the changdnngross output (at constant prices) per worker,rafer to this productivity

estimate as labour productivity.

Having estimated a number of productivity growthaswres, we proceed to the second stage

estimation in which we estimate the relationshifwieen the latter and NTR:
dajt =V, Ty tVpID+ )1, TD+1, )

dajt is our measure for productivity growth: (1) OL®&guctivity, (2) DIFF-productivity, (3)
Solow-productivity, and (4) labour productivityt refers to one period lag of NTR in an indugtat
time t. In line with Fernandes (2007) and Topalova (200v8,estimate the effect of lagged tariffs
rather than the contemporaneous values. The lsftecification accounts for the possibility that
productivity adjustments may not occur instantasgou-urthermore, it partially alleviates concerns
regarding the endogeneity of protection, as suggdsy theories of political economy. If productyvit
growth increases due to tariff reductions then w@eet our estimate gft to have a negative sign. We
control for industry fixed effects by including imstry dummies|D, which also serve to control for
the endogeneity of tariffs as they capture the sapked time invariant industry characteristics. We
also include time-fixed effect§ D, to capture the period-related macroeconomic factsuch as

privatization, foreign currency fluctuations or asther stabilization plans.

® For the interest rate, we use 10-year governinend yields. Expected inflation is based on thé & is computed using the Hodrick
Prescott filter. The depreciation rate is set tq&0 cent, which is equivalent to an average serlife of 10 years. Our results are also
robust to using a rate of 5 per cent.
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4.2. The effect of tariffs on the growth of wages

dw=6,r, +6,ID +6,,TD+¢; 6

To estimate the effect of tariffs on the growthniorker wages, we estimate equation @)jt is the
change in log -- the ratio of real worker compeiogato the number of workers employed in an
industryj at timet. Similar to equation (5), we use one-period laggeiffs as our dependent variable

and we control for industry and time-fixed effects.

5. The data

In this paper, data on NTR, which measure protactio final output, was derived from Edwards
(2005)7 The data covers 28 manufacturing sectors at the-3digit level, for the period 1988 to
2004. For our purpose of investigating South Afdqaerformance during the trade reform period, we
only consider data from 1994 to 2004. Table 1 surimea the tariff data. Simple average NTR
decreased from 23.07 per cent in 1994 to 9.39 eet in 2004. Figure 1 plots the yearly simple
average tariff rates. Notably tariff rationalizatizvas intense at the start of the reform period biyu
1999 protection rates were as low as 50 per cettef initial 1994 pre-reform levels. Tariff cuts
were not uniform across sectors. For instancewtsaing apparel industry experienced the highest
tariff reductions of 44 percentage points, wherb@spaper products industry witnessed the lowest
cuts of 5 percentage points. Figure 2 plots thelyestiandard deviations of NTR, and the declining
trend, which started in 1994, indicates the deangadispersion in the cross-industry levels of

protection as they all approach commonly low levels

7 We use the tariff data computed using schedwdeiff tates and inclusive of surcharges. A detaitesscription of the methodology
adopted for the tariff calculations is providedtie paper.
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Table 1. Tariff data (Percentage)

Nominal tariff rates

ID Industry 1994 1999 2004 A
5 Food 22.80 13.53 11.19 -11.61
6 Beverages 36.38 13.94 12.29 -24.10
7 Tobacco 46.15 33.27 29.66 -16.49
8 Textiles 41.20 29.57 16.53 -24.67
9 Wearing apparel 75.07 52.38 31.02 -44.04
10 Leather and leather products 25.85 13.13 11.36 14.49
11 Footwear 47.87 25.34 22.40 -25/48
12 Wood and wood products 14.77 8.93 8.67 -6.10
13 Paper and paper products 11.42 7.11 6.46 -4.96
14 Printing and publishing 16.12 4.89 4.69 -11.43
15 Coke and refined petroleum 12.62 4.60 3.37 -9.24
16 Basic chemicals 8.30 1.97 1.67 -6.63
17 Other chemicals 16.40 5.09 4.35 -12.05
18 Rubber products 19.04 12.53 10.57 -8.48
19 Plastic products 19.85 12.00 9.65 -10.20
20 Glass and glass products 17.23 7.51 7.31 -9.91
21 Non-metallic minerals 15.55 5.31 5.57 -9.98
22 Basic iron and steel 8.96 4.32 3.89 -5.07
23 Basic non-ferrous metals 8.80 2.58 1.98 -6.82
24 Metal products 18.52 8.05 7.84 -10.68
25 Machinery and equipment 10.46 3.99 3.44 -7.02
26 Electrical equipment 18.48 8.12 7.15 -11.33
27 Communication equipment 24.13 3.51 2.73 -21.40
28 Professional and scientific equipment 12.45 0.33 0.33 -12.12
29 Motor vehicles 26.12 18.28 14.64 -11.49
30 Other transport equipment 12.35 1.47 0.85 -11.50
31 Furniture 32.18 17.60 17.37 -14.82
32 Other manufacturing 26.89 6.61 5.82 -21.07
Mean 23.07 11.64 9.39 -13.68
Standard deviation 14.97 11.53 987.
Source Author

To estimate productivity and wages per worker, \we wndustry-level data on gross output, capital,
employment, intermediate input and worker compemsarom the input-output table provided by
QUANTEC. The data is also provided at the 3-di§id classification and is available at both current
and constant 2000 prices. In Figure 3, we plotdtelution of labour productivity. The latter is
computed as the simple averagelofthe fraction of real gross output at 2000 pricestdtal
employment for each of the 28 manufacturing sulstides. The graph shows an evident increase in
worker productivity. Moreover, Figure 4 demonstsathe period rise in the year simple average of

real compensation per worker.
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Table 2 displays the results from estimation eguma(b) where we regress our four productivity

growth measures on the lag of NTR. As noted iniSeet, we include both industry and fixed-time

effects. We also control for trade flow variabldsene in columns (1-a) to (4-a) we control for thg |

of real values of exports and imports. Alternatyyéh columns (1-b) to (4-b) we control for the laig

the ratio of trade openness, measured as thednactiimports and exports to GDP. The latter trade

flow controls ensure that our tariff variable doed capture an omitted variable bias. The negative

and significant coefficient on the NTR variablexanfirmed under all specifications, indicating the

negative relationship between protection and privdtic growth. To interpret these findings and

based on the results in column (3-b), a one pesigenpoint reduction in NTR translates to an

approximately 0.085 per cent increase in produgtigiowth. This negative relationship between
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protection and productivity is also confirmed irlwons (4-a) and (4-b) in which we relate NTRs to
growth in labour productivity. A one percentagemaieduction in NTR raises the growth rate of

output per worker by 0.336 per cent.

In table 3, columns (1-a) and (1-b), we report findings from regression equation (6) in which we
estimate the impact of NTR on the growth rate ofes per worker. The negative association
between protection and wages is confirmed by tigatnee coefficient on NTR. Based on column (1-
b), a one percentage point reduction in tariffsateses the growth rate of wages per worker b4@.3
per cent. In light of our previous results, regagdthe effect of NTR on productivity, this finding
supports the efficiency wage hypothesis under whigher wages result from increases in efficiency.
To elaborate the magnitude of our findings, basedur results, the 13.7 percentage point period
reduction in average NTR in the manufacturing settanslates to a 1.16 per cent (-0.085*13.7)
increase in productivity growth rate, a 4.6 pert¢egh336*13.7) increase in the growth rate of amitp

per workers, and a 4.6 per cent (-0.340*13.7) asean the growth rate of worker wages.

Table 2. Impact of NTR on productivity growth
Dependent variable: Productivity gravth

(1-a) (1-b) (2-a) (2-b) (3-a) (3-B) (4 (4-b)
OLS OLS Diff Diff Solow Solow Labour Labour
Lag NTR -0.035+ -0.042* -0.097* -0.114* 0.091 -0.085* -0.384* -0.0336*
(0.020) (0.020) (0.046) (0.049) (0.038) (0.039) (0.165) (0.166)
Lag in exports -0.005 -0.003 0.002 0.036
(0.003) (0.007) (0.006) (.0027
Lag in imports 0.001 0.009* 0.007 ).030
(0.003) (0.004) (0.004) (0.020)
Lag openness -0.006 -0.008 0.011 0.077*
(0.004) (0.007) (0.008) (0.030)
Observations 308 308 3080 308 308 308 308 308
R-squared 0.26 0.27 0.12 0.11 0.18 0.18 0.18 0.20
Adjusted 0.23 0.24 0.06 0.08 0.14 0.15 0.14 0.16
R-squared
V: No No Yes Yes No No No No

Source Author.

Notes Robust standard errors in parentheses; + = gignifat 10 per cent; * = significant at 5

per cent;

** = gignificant at 1 per cent.
Exports and imports are trade volumes at 2000tanhprices.
Openness = (export + imports)/GDP.

64



Table 3. Impact of NTR on the labour market

Change inLn Compensation per worker
Dependent variable (1-a) (1-b)
-0.327* 0.340*
Lag NTR (0.139) (0.140)
Lag in exports 0.007
(0.024)
Lag in imports 0.012
(0.022)
Lag openness 0.002
(0.026)
Observations 308 308
R-squared 0.11 0.11
0.07
Adjusted R-squared 0.07

Source Author.

Notes Robust standard errors in parentheses; + = &ignifat 10 per cent; * = significant at 5
per cent; ** = significant at 1 per cent.
Exports and imports are trade volumes at 2000 aahgrices.
Openness = (Export + imports)/GDP.

7. Conclusion

In this paper, we examine the performance of Sédfitica’s manufacturing sector during a period of

intensive trade reform. Using industry-level dava 28 manufacturing industries and covering the
entire trade reform period 1994 to 2004, we ingedé the effect of the witnessed sizeable redustion
in NTR on the growth rate of productivity and wagdaesline with the new empirical literature, we use

tariffs as our measure of changes in trade polsyppposed to the more traditional approach of
employing trade flow variables. Our findings sugpancreases in both the growth rates of

productivity and wages due to the withessed cul$TiR.

To account for the widely documented challengeandigg estimating productivity, we show that our
findings are robust to the use of four differermdurctivity estimates. We also argue that our result
are not driven by endogeneity bias as we contmotHe latter by employing the lag of tariff rates i

our estimation procedure. Furthermore, we use ingdixed effects to control for the unobserved

time invariant industry characteristics that maigetfboth productivity and tariffs.

Finally, we note a couple of limitations to our WoFirst, our use of industry level data does not
enable controlling for firm and worker-specific cheteristics in our estimations, which is better
addressed using micro-level data. This might gise to some omitted variables bias. Secondly, this
work focused on one side of the trade debate,@dytaddresses the impact of import competition on

the product and labour markets in South Africa’snafacturing sector. Another important channel
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that should be examined is the economic gainsbat&d to increases in export capabilities.

Investigating this issue would be an interestingrane for future research.
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VI. Determinants of Export Performance in the Philppines
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Abstract

This paper determines the factors affecting theodxperformance of firms in three main
manufacturing sectors in the Philippines. Spedificdirm-level characteristics, such as firm size,
firm age and foreign affiliation, are identifieddastatistically tested to determine whether orthet
affect a firm’'s capability to export. The paper sise novel econometric model, which specifically
addresses fractional response behaviour, and estinthe said model using a modified quasi-
maximum likelihood procedure. Among the firm-leeblaracteristics tested, foreign affiliation plays a

highly important role in a firm’s propensity to expin the Philippines.

Key words: export determinant, firm-level charaistigcs, technology factors

1. Introduction

The importance of exports as an economic activity adriver of growth has long been established in
various research endeavours. Issues addressegsm studies include quantifying the contribution of
exports to economic growth, designing appropriaéeld and industrial policies, and identifying

macroeconomic factors that affect trade performance

As international competition became more innovatiand knowledge-based, understanding trade
performance went beyond the parameters of the c@ipaadvantage paradigm and stressed the role
of technology in affecting international compeiness (Mytelka, 2000). Focusing on the role of
entrepreneurs in shaping international competiteowgyitical observation made is that all firms face
the same macroeconomic condition, yet these fimspand and perform differently in their export
activities. This suggests that there must be fip@esfic characteristics that significantly influena
firm's capability to perform in the world market. eHce, research direction shifted towards

understanding the different forces that influenicedevel performance. This research interest was

! The author is extremely grateful to the Asian &epment Bank for the firm-level data obtained frime Investment Climate Survey
for the Philippines and to the Philippine Institfite Development Studies for facilitating the aajion of the said dataset. The author
also wishes to thank Professor Emeritus RolandDahao of the School of Economics, University of Btelippines for the extensive
discussion in econometrics, Mr. JM lan Salas ferrssearch support, and the anonymous referee rehimlpd substantial comments.
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further facilitated by the increasing availabiliy large micro-datasets but is unfortunately lirdite
developed countries (Wagner, 2001; Sterlacchird,120

This objective of this paper is to contribute te theagre but growing literature on firm-level expor
performance of developing countries using the ppifies as the empirical platform. As most trade-
related studies in the Philippine setting are cotehllagainst a macroeconomic setting, this research
paper focuses on firm-level behaviour and posesqgtiestion “what are the factors affecting the
export performance of local firmshe analysis is based on a firm-level dataset duilem the
Investment Climate Survey conducted by the Asiavel@ment Bank in 2003. The paper is outlined
as follows: Section 1 provides a brief introductemd rationale of the paper. Section 2 outlines the
theoretical underpinnings of export performanceilevBection 3 presents the empirical model and

the results of the analysis. Section 4 concludes.

2.  Theoretical underpinning of trade and technoloyg

2.1. Evolution of concepts

The trade pattern is largely explained by compegatost advantages and relies on cost or price
competitiveness. Early trade theorist David Ricastophasized the relative labour productivity
differentials as the basis of trade and proved #a@h country has a comparative advantage—the
ability to find some good it can produce at a lowelative cost, and thereby trade with other
countries. This notion was extended in the Heck&éftdm model where countries focus on two
factors of production—labour and capital—and emptbg same production functions but have
different factor endowments. The difference in tieafactor endowment generates trade activities.
Both models treat technology either as a costletigitgt, or as being irrelevant in the productiamda
trading process. The recognition of human capitathe “third” factor of production becomes a
significant contribution to the neo-factor tradeedhy, but still maintains the static view of the

Hecksher-Ohlin model.

As the conceptualization of trade theories has fmecmore rigid, some of the assumptions adopted in
traditional trade models, such as constant rettonscale and product homogeneity, have been
relaxed. This resulted in the development of sfjiatérade models, where scale economies and
oligopolistic competition have become importanttéas for determining trade patterns. This view

was modified and embraced by the proponents oftedmology trade theory where the emphasis is
placed on the role of innovation in creating newrkats and conferring cost advantages on the
innovating nation. Moreover, although technologg bacome a crucial determinant of international
trade and differences in technologies, today tagtes that form the basis of trade. Using thesidea
espoused by Posner (1961) and Vernon (1966), empoectivity is currently determined by

technological differences, which constantly evol. major prediction of the model is that
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technologically-advanced nations will export newdarcts and import standardized ones. However,
its limitation lies in failure to account for a chtup process between rich and poor countries.

Moreover, since learning modes are not incorporaésthnology cannot be treated appropriately.

As the industry-level approach failed to take iobmsideration the different market conditions gl t
capabilities of firms within the same industry sthiecame the starting point for the proponentfi®f t
capability framework, as influenced by Austrian momist J. Schumpeter. Schumpeter places great
value on the capitalist business enterprise andrdsgt as his core economic agent. He stresses the
importance of the monopolistic and oligopolistic rke&t structures believing that large firms are
engaged in more innovative activities than smaflsotHe also underlines the importance of non-price
factors in competition, claiming that when thesetdes are incorporated in models, which solely use
price as a competitive leverage, the results canidpgficantly different. Dynamic changes are the
expected outcome that are able to raise competitiothe level of new products, new source of
supply, new process and new type of organizatidhmétely, it is the firm, not the industry, that

decides if it should trade or not.

The presentation of Porter’s five-forces model $eiments the paucity of concepts in understanding
industry-level competitiveness (Porter, 1980). Tiedel developed by Porter provides a framework
for understanding competition at industry level a@ntifies five factors that drive industry
competitiveness. These include potential entranigers, substitutes, suppliers, and industry rivals
Based on knowledge of these forces, the model gesvan extensive understanding of an industry
and identifies factors that interrelate and inflcethe market participants. The model suggests that
firms wishing to gain competitive edge over théials need a clear understanding of the industry
where they operate. However, it is partly mislegdito use an industry-level approach for
understanding export performance. It must be ndbed competitive advantage is a necessary
condition to export and become a global marketi@pant. However, acquiring such knowledge does
not necessarily lead a firm to export. Furthehas been observed that some firms perform badly in
attractive industries, while others do well in dieiclg industries. This merely stresses the poiat th

understanding export performance needs to exteymhlethe industry-level approach.

The literature on capability highlights the imparta of the firm as the core player in the acqusiti
and assimilation of new technology. Technical cleaisgegarded as an activity that can be generated
by firms involved in a continuous search and laagrprocess that could have varying results, ranging
from the adaptation and improvement of chosen tw@dgy to the generation of an entirely new
technology. These skills and knowledge are firmeHme and necessary in order to acquire,
assimilate, adapt, change and create technologgblifg the firm's performance is a network of

economic actors, such as other firms, suppliestititions and the government.
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2.2. Determinants of export performance

Firm characteristics have been identified as ptessieterminants of export performance. Some
studies have shown that from these characterigtmmmpetitive advantages are built and economic
rents are realized. There are also other studiéshveiihow that firms of the same industry differ in
their performance, enactment of technology poliog @orporate strategies, or use of technology
(Lefebvre and Lefebvre, 2001). These studies simplgt to one significant implication—analysis of
trade performance cannot be restricted to countrindustry level, but has to include firm level,
where the importance of firm-specificity in affewi export activities cannot be neglected or

underestimated.

The relationship ofirm size and exports is traditionally considered positivegttis, “to compete
globally, you have to be big” (Chandler, 1990) asccby Lefebvre and Lefebvre, 2001). Larger firms
are generally regarded as more capable of copitigthe large investments and high risks associated
with exporting. Several studies support this viewpeically (Aitken, Hanson and Harrison, 1997,
Roberts and Tybout, 1997; Hirsch and Adar, 1974n8e and Wagner, 1996; Wignaraja and Ikiara,
1999; and Lall and Kumar, 1981) as cited by Dhaakad Kapur (1999). However, some researchers
observed a negative or no relationship between dima and exports. An explanation for this kind of
relationship is the possibility that a non-linealationship might exist between firm size and eigor
Above a certain threshold, size no longer playgjaifccant role, as empirically observed in Germany
(Wagner, 2001). Another explanation offered regagdhe non-linear relationship between size and
exports is that the advantages of exporting maybediotally attractive for large domestic firmsttha
might be oriented towards the domestic market aegitalize on domestic monopoly (Wakelin,
1998).

Firm age and exports may similarly produce conflicting riglaships. As the firm matures, it may

have accumulated knowledge stock from which todbit capabilities and provide it better leverage
to compete in the world market. However, core céjpials can become more rigid and younger firms
may be more flexible, aggressive and proactive wbatering to world demand (Lefebvre and
Lefebvre, 2001).

Human capitalis strongly related to technological capabilitie@r-aspect that needs to be developed
by firms to remain competitive in the export markidtis is usually represented by the share ofekill

employees to total employment and/or the numbesngbloyees with degrees in either mathematics
or science. The neo-technology model suggestsoagtand positive relationship between human
capital and export propensity because educatedlkiheld manpower possesses certain abilities that
make it easier to establish and maintain certamamts with foreign markets. On the other hand, the

Hecksher-Ohlin model predicts that for countrieshwabundant unskilled labour, investment in
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skilled labour would be costly and have negativieat$ on exports. This is empirically tested and
shown for Brazilian and Indonesian firms, where thgnan capital variable yielded a statistically
negative relationship with export performance (Ware, 1992; and Ramstetter, 1988 cited by van
Dijk, 2002.

Research and development (R&D) expenditusehe often-used proxy variable for technologyg &n
expected to influence export performance positivatyempirically tested in Brazil (Willmore, 1992)
and Germany (Wagner, 2001). However, some studeddegl negative results between R&D and
export performance, specifically in India (Lall anfumar, 198] and Canada (Lefebvre and
Bourgault, 1998). The mixed empirical results cdogdtraced to the fact the R&D is simply a partial
measure of technology and does not account foemental improvements in products and processes.
Further, the importance of R&D on export intengltifers across sector and country; hence, it may

have a strong influence on Germany, but a weak éinpra Canada.

Training of workforce is a proxy measure of technological capability #dxpected to have a
positive relationship with export performance. Bkihining enhances learning and accumulates

additional skills which can improve productivitydaaxport propensity.

Foreign interest in a local firmand export activities are expected to have a pesittlationship,
mainly because of the multinational's (MNE) access superior production, technology and
management know-how, which a local firm can acquiferrther, MNEs have sophisticated
international networks which facilitate the expprocess. The studies on Indonesian firms validate
this hypothesis (Ramstetter, 1999; and Willmor&2)&s cited by van Dijk (2002).

Capital intensityis often included as a determinant of a firm’'s @xgperformance. The Hecksher-
Ohlin model predicts that capital-intensive indiagized countries export more, while the opposste i
expected for labour-intensive developing countrfgsther explanation why a more capital-intensive
firm may have a higher propensity to export is tlugast innovations and knowledge that capital

embodies, reflecting economies of scale (van 2i{}Q2).
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3. Empirical analysis

3.1. Model estimation
Using the concepts guided by the capability litgmtand stressing the importance of the firm as a

core economic agent, the firm-level export funci®specified as

EXPORTR =F(ao+a: RSIZEa> RSIZHas SKILLEZs+ RNDSADES
asTRAINING+as MNC+a7 CAPINTENSITYas AGHrs AGE

where

Variable Definition
EXPORTP2 Export performance
RSIZE Relative firm size
RSIZE2 Square of relative firm size
SKILLED Skilled manpower
RNDSALES00 R&D expenditure
TRAINING Skill training
MNC Foreign affiliation
CAPINTENSITY Capital intensity
AGE Firm age
AGE2 Square of firm age

EXPORTP2 represents the export performance ofitire élefined as export/sales. This value ranges

from O to 1.

RSIZE represents the relative firm size, definedhasnumber of employees in a fijftotal number
of employee in sectdr where firmj belongs. A larger firm, relative to the industrieve it belongs,
is expected to influence export performance paaigigince a big workforce is indicative of the fisn

capability to produce a high production level argeftrinternational demand.

SKILLED represents the share of skilled workerddt@l workers in firmj, where skilled workers
include management, professional and skilled priluavorkers. A large pool of skilled workers is

expected to have a positive impact on export perdoce across all sectors due to higher labour

productivity associated with skilled manpower
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RNDSALESOQO is the share of R&D expenditure to tatales. A higher proportion of sales allotted
for R&D activities is expected to influence expperformance positively. Investment in R&D is also
expected to improve the knowledge and skill basérofs, and thus make them more capable of

withstanding the pressures of international contipeti

TRAINING is a dummy variable where represents the firm offering formal training tormanent
employees, whiled otherwise. This partly measures the quality of aontapital where regular

training of employees improves the quality of warld subsequently, export performance.

MNC is a dummy variable representing the foreidiliaion of local firms. A value ofl is assigned
if the firm has foreign equity participation of neothan 50 per cent, whilkotherwise. A high degree
of foreign affiliation among local firms is expedteo influence export performance positively, where
foreign participation is regarded as an importantrese of knowledge and technology in developing

countries.

CAPINTENSITY is defined as capital stock/labour tgoshere capital stock is the sum value of
machinery and equipment, land, building and ledskingprovement, while labour cost is the sum of
wages and salaries, allowances and bonuses. Hagipgtal intensity is expected to affect export
performance positively assuming that technology &ndwledge, favourable to local firms, are

embedded in machinery and equipment.

AGE represents the years of operation. A mixedceffeexpected for the age variable. The exports of
an older firm are expected to be better sincekiétayears to learn about the market it caters to. A
young firm, on the other hand, may be able to patethe export market as effectively as an older
firm because it is better able to keep up withfdst pace of technology change. Further, a younger
firm may enjoy production flexibility, such as diiaschanges in production lines and concepts, which

an older firm cannot afford.

3.2. Data and methodology

The research uses data from the firm-level sunasyied out by the Asian Development Bank in
collaboration with the World Bank and the PhilippiNational Statistics Office (NSO). The survey
was conducted in 2002 to analyze the investmemiaté and productivity performance of local firms
during the period 2000-2002. A total of 716 firm&re surveyed across key urban areas using
stratified simple random design. Firms belonginghe following four specific industries were the

focus of the survey: food and food processing,ilesxt garments, and electronics and electrical
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machinery. A frequency weight, determined by theON$ applied to make the survey sample

representative across the population size.

The Asian Development Bank survey was conducteabtain information to better understand and
improve the investment climate in the Philippinesid also to explore its effect on business
performance. Key questions regarding company pmrofihance, technology, relations with other
businesses, government regulation, contract enfagng labour relations and international trade were

raised in a two-part questionnaire.

For the purpose of this paper, information on sadeport level, foreign equity and the like were
extracted from the survey. Some business units,eliery failed to fill out the survey form
appropriately and completely. Garment and textiim$ were combined to form the clothing sector,

hence the three major sectors classified herededlood processing, clothing and electronics.

3.3. Empirical procedure

Studies on the determinants of export performaiseeeither ordinary least squares (OLS), a two-step
model, or a one-stage model, as estimation proesditowever, some criticisms arise from the use
of these estimation procedures (Wagner, 2001).0lh® estimation is not appropriate when dealing

with export performance behaviour, since it dogstake into account the restriction, by definition,

export performance, that i< EXPN<1 \where EXPN is defined as export/total sales. g1ty
Wignaraja (1998, 2002) use this methodology. Thw®re methodology involves the use of the two-
step model where export behaviour is analyzed im $tages. In the first stage, the firm decides
whether it will export or not. If yes, the modeleggon to the second stage and determines the
proportion it will export from the total sales/pradion (Wakelin, 1998; Sterlachinni, 2001; and
Nassimbeni, 2001) as cited by van Dijk (2002). Aanariticism of this approach is that a profit-
maximizing firm does not make any distinction betwehe two stages, and simultaneously decides if

and how much to export.

In the one-stage model, export behaviour (with egeation) is analyzed using both exporting and
non-exporting firms, and estimations are basedhenTobit procedure (Wagner, 1995; Kumar and
Siddharthan, 1994; Lefebvre et al., 1988 cited by Sterlacchini, 2001). A criticism oistprocedure
is the failure of Tobit to recognize the endogenweasable that is bound b, or positive by
definition. Although, the Tobit estimation is mappropriate, if the value of the variable is belbe

lower limit, such values are not detected due ta dansoring.
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Recent developments in econometric literature dxgaarted with estimation procedures dealing with
fractional response, of which export performancqualified (fraction of sales that is exported)eTh
model of Papke and Wooldridge (1996) was specificidveloped to deal with percentage variables
bound by0 and 1. By expanding the literature on generalized lineerdels and quasi-likelihood
estimation, they were able to obtain robust methfodsestimation and inference with fractional
response variables. The model addresses the lionisaéncountered in the OLS estimation (failure to
recognize the limit definition), and the Tobit esdition (censoring and variables bound by the limits
It consists of the quasi-likelihood method, usingriulli’'s quasi-maximum likelihood estimator,

with asymptotically robust inference for the coraditl mean parameters and is relatively efficient.

The paper adopts the Papke-Wooldridge model foeroehing factors that affect the export
performance of Philippine firms. The often-used Qu®cedure is not appropriate for this type of
estimation because of its failure to recognizeréstrictions in the data definition (bound by 0 dnd
while the Tobit estimation is used for censoredaldes. The Asian Development Bank’s firm-level
dataset provides full information (0 < export penfiance < 1) on the export propensity of firms and
censoring the dataset (that is, filter export penfince = 0) could yield biased results. The same
estimation procedure was used by van Dijk (2002) determining the export performance of
Indonesian firms. The Papke-Wooldridge model canebmated using the statistical package
STATA 9.0 under generalized linear model with Logit the link function and robust estimatbrs.
Regression analyses were conducted at industry-l&vessing the significance of sectoral variation
This means that for the same firm characterigtis, possible that it may have a different influernn

the export behaviour depending on which sectoffithes belongs. Results of the econometric tests

are presented in the Appendix.

3.4. Empirical results

3.4.1. Food processing sector

Using the general model, where all the possiblerdghants were included in the estimation, only
SKILLED and MNC show a positive and significantlirdnce of export performance, as expected.
Foreign affiliation appears to be the primary seuof knowledge and technology for local firms,

while technical skills improve the quality of pradion, thereby increasing the demand for goods in
world markets. Size and export performance exhalpitinverted U relation, but the z-tests are
insignificant, rendering the non-linear effects sife inconclusive. Similarly, the RNDSALESOQO,

AGE and CAPINTENSITY variables yield signs contrémyexpectations, but are not significant.

® See Wagner (2001) for the details in estimatiogdare and Papke and Wooldridge (1996) for theifaal response modeling.
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An alternative, or reduced-form, model is estimatgceliminating RNDSALESO0 from the original
function. The rationale behind this model is théidbghat most local firms hardly engage in R&D
activities. While the results are similar to thengel model, the level of significance of SKILLED
and MNC variables increases only slightly. Obtagnihe marginal effects, the results indicate thlyat b
increasing the proportion of skilled workers in twverk force by 1 per cent, export performance
increases by 12 per cent assuming all things amstant. Similarly, a 1 per cent increase in foreign

equity participation, improves the proportion opexs to sales by 12 per cent.

3.4.2. Clothing sector

The variables MNC, RSIZE and AGE are significanthwtihe expected signs. This means foreign
interest in clothing firms is an important deteramih of export performance, and firm maturity
matters reflect scale economies and vintage effébts square for AGE and RSIZE were included to
test for possible non-linear effects of firm agel dinm size. The z-test turns out significant wéh
negative sign for both squared variables. This md¢aat the effect of age and size can be depigted b
an inverted U-shape implying that at a certainghodd level, the positive effect of firm maturitgich
size diminishes. It implies that advantages of sizé age can only be felt at a certain point, bdyon

which, further expansion is no longer profitable.

SKILLED, TRAINING and CAPINTENSITY did not yield gnificant results, while RNDSALES00
is significant, but contrary to expected signs. Tésult of the latter variable is similar to theeon
conducted by Lall and Kumar (198fby Indian engineering firms. A possible explanatadfered for
the significant, yet negative, effect of R&D is thiae variable is only a partial measure of tecbggl
and does not take into account incremental imprevemin processes which the industry is more
prone to experience. This is generally the casddoeloping countries where R&D is low, due to the
adaptive nature of technical change (van Dijk, 2002the Philippine setting, a possible explanatio
is that clothing firms source their technology &mdwledge from the capital goods they import and
from suppliers of materials. Investment in R&D wities is likely to affect their core activity, gin

the limited financial resources.

3.4.3. Electronics sector

The variables RNDSales00, TRAINING, MNC, and CAPENSITY yield highly significant results,
with expected signs. The paper empirically confirthat a local firm that invests in R&D and
provides regular skill training to its employeeasttonsiderable foreign influence. Moreover, a high
capital per employee ratio has a higher propensigxport. Similarly, a higher R&D expenditure to
sales ratio suggests that firms reinvest in legrmémd thus improve their performance. Also

complementary training of its employees furtherdiedts productivity performance. Accordingly, the
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foreign affiliation becomes the local firm's pringasource of knowledge and network advantage. This
knowledge source deepens with the accumulationapital goods where technology is embodied.
The statistical results partly confirm capital-laba@omplementarity, where higher capital intensity

requires better-trained employees.

RSIZE, AGE, and SKILLED variables have the expecdigghs but are not statistically significant.
Although the non-linear effect of size is also irpmrated, it does not yield significant resultseTh
variable age squared (ag@)as included and turned out significant. This nsethnat as the firm ages,
the effects of cumulative learning and training ioye firm performance, but after a certain age
threshold, returns decline suggesting that firmeegmce only matters up to a certain point.
Considering the rapid pace of technological chaggirring in the sector, this is not surprisingcsi
firms must continually adapt to these changes deioto grasp the profit opportunities availabl¢he

world market.

4.  Summary and conclusion

This paper analyzed the different factors that d@ifect the export performance of firms in seldcte
Philippine manufacturing industries. The factorenitified are basically firm-specific, such as size,
percentage of skilled labour to total labour, tir@gnactivities, foreign affiliation, R&D activities
capital intensity and firm age. Based on the inftion-rich survey conducted by the Asian
Development Bank in 2002, the classification of #eected manufacturing sectors stresses the
importance of sectoral variation in determining thiguence of these firm-specific factors on export
performance. The possible relation between experfopnance and firm-level characteristics was
tested using a novel econometric model by PapkeMmaldridge, which was specifically developed

for fractional response-modelling.

The main findings of this paper are summarizemHtsws:

The influence of foreign affiliation is similar ags all sectors—positive and strongly influential i
improving a firm’'s export performance. The variaM&IC is the only factor that tested statistically
significant in all three major sectors with the egfed signs. The strong positive influence of MNT o
a firm’'s export behaviour confirms the beneficiffieets of foreign participation in locally-initiate
endeavours. R&D activity influences science-bagmasfto a great extent and confirms the belief that

it is a necessary ingredient for propelling expodpensity.
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Development of human capital through training sitgninfluences the export performance for
science-based sectors. This magnifies the impagtasic learning-by-training to improve the
performance and productivity of firms (Bell, 1984)he effect of training on clothing and food-

processing firms, together with the share of sffilorkers across all sectors, is not conclusive.

A higher capital per worker positively influencé® texport performance of electronic firms, but not
that of clothing and food-processing. This is retikee of the capital-intensive nature of the seetod

the possibility of knowledge and technology embddiethe capital goods used by these firms.

Firm size across all sectors reveals an invertethdpe, suggesting a non-linear relation between siz
and export performance. This relationship is magticant for the clothing sector. An inverted U-
shape relation means that as a firm expands itatipe, as measured by the number of employees
relative to the industry, there is a beneficialcome from its export activities. However, beyond a
certain level of expansion, any increase in the memof firm employees will have a less-than-

preferred outcome on export performance.

Firm age is an important factor in the export perfance of electronics and clothing sectors. For the
clothing sector, a firm’s length of operation igygastive of gains in scale economies and beneficial
effects of deep knowledge in its customer base. électronic firms, however, maturity in operations

is only beneficial up to a certain point. Beyone threshold age, experience becomes insignificant.
This is a possible outcome of rapid technologitsnges in the sector, where a younger and more
flexible firm may be able to adapt quickly to champ consumer tastes and preferences for

technological advancement.

In terms of policy initiatives, the importance otél firms to be affiliated with foreign firms sHdu
be stressed. Be it in the form of foreign equitigion, joint ventures, licensing agreements oedir
investment, foreign firms carry strong network Bgles with the international community which may
be beneficial to local firms. This in turn bettejugs local firms and helps them build their capaci
to trade and improves their competitiveness. Aslpcavity and firm profits are realized, wages of

workers can increase. This helps to improve thaimdard of living and alleviate poverty.
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Investments in R&D activities and training of emyes significantly improve the export propensity
of electronic firms. The merits of R&D activitieave long been established in various studies, even
though some studies say otherwise. It is stredsagdever, that R&D activities are not limited to
innovative activities but can be applied to imprdgehnological capabilities that are necessary for

firms in developing countries.

Intensive acquisition of capital goods relativericreases in employment is a necessary ingredient f
export performance in science-based sectors. Witiwledge and technology embodied in these

capital goods, local firms could benefit througlpnavement in productivity and efficiency.
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Appendices

Appendix 1. Estimation results for the food-procedsag sector

Variable Estimation 1 Estimation 2 Marginal
General model Alternate model effects
-4.70 -5.04
Constant (-5.56) (-6.39)
Rsize 18.06 4.73 0.165
(0.25) (0.06)
(Rsize} -147.52 -181.70 -6.329
(-0.32) (-0.15)
. 3.42* 3.50* 0.122
Skilled (2.20) (2.31)
RNDSales00 ('_514'1747)
Trainin 111 0.76 0.034
9 (1.24) (0.90)
1.24* 1.64* 0.123
MNC (2.10) 2.71)
. . -0.00 0.00 0.000
Capintensity (-0.29) (0.26)
Age -0.56 -0.04 -0.001
9 (-1.15) (-0.87)
0.00 0.00 0.000
(Agey (1.73) (1.23)
AIC 1.82 1.81
No. of firms 189 189

Note:  zvalues are reported in parenthesiméans significant at 95% interval.
Source: Author’s estimates.

Appendix 2. Estimation results for the clothing setor

Variable Estimation 1 Estimation 2 Marginal
General model Alternate model effects
-1.82 -1.84
Constant (-3.02) (-3.15)
Rsize 295.29* 232.09* 53.93
(2.55) (2.65)
(Rsize} -9885.13* -6162.76* -1431.91
(-2.46) (-2.66)
. -0.34 -0.17 -0.041
Skilled (-0.57) (-0.29)
RNDSales00 (1&%;
Trainin 0.47 0.38 0.091
9 (0.71) (0.64)
5.81* 5.01* 0.741
MNC (4.98) (5.60)
. . -0.00 -0.00 -0.000
Capintensity (-0.02) (-0.08)
Ade 0.08* 0.07* 0.015
9 (1.80) (1.80)
-0.00* -0.00* -0.000
(Agey (-1.88) (-2.01)
AIC 4.06 4.04
No. of Firms 238 265
Note: z values are reported in parenthesis)jeans significant at 90 per cent interval.

Source: Author’s estimates.
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Appendix 3. Estimation results for the electronicsand electrical machinery sector

Variable Estimation 1 Estimation 2 Marginal
General model Alternate model effects
Constant -8.31 .05
(-3.70) (-2.79)
Rsize 372.80 304.61 65.63
(1.68) (1.41)
(Rsize} -3734.93 -3010.30 -657.58
(-1.43) (-1.18)
. 1.29 1.54 0.23
Skilled (1.16) (1.16)
RNDSales00 2é5453? 48.52
Trainin 2.77* 1.99* 0.48
9 (3.31) (2.75)
2.94* 2.43* 0.52
MNC (4.06) (2.95)
. . 0.24* 0.13* 0.04
Capintensity (3.05) (2.29)
Age 0.91* 0.22 0.07
g (2.12) (1.15)
-0.01* -0.01 -0.00
(Agey (-2.65) (-1.83)
AIC 1.52 1.79
No. of Firms 78 95

Note: z values are reported in parenthesis;gfams significant at 95 per cent interval.
Source: Author’s estimates.
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VIl. How can we turn Ghana into a Second Republiof Korea?
Technology and Skills

Simon Baptist
Centre for the Study of African Economies, Universif Oxford, United Kingdom

1. Introduction

Over the past few decades, growth rates of AsiahAdfrican economies have diverged markedly,

with important consequences for development anddistandards. Prior to 1964, gross domestic
product (GDP) per capita was higher in Ghana thathé Republic of Korea, whereas in 2000, the
situation had reversed to the extent that the GBxPcppita in the Republic of Korea was 10 times
higher than that of Ghana (Heston et al., 2002)s @namatic divergence can be seen in Figure 1.
Extensive literature at both the macro and micvelehas tried to identify factors that can helgais

understand the huge differences in income levetssacountries.

Figure 1. GDP in Ghana and the Republic of &rea
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This research note argues that a large part oflifferential lies in technology and, in particulan,

the way in which skills are used by firms in theoteaconomies. Firms in Ghana do not receive many
benefits from employing workers with more yearsedfication. Hence, the demand for education is
low. On average, in the case of a Ghanaian wodteextra year of education will increase output by
2 per cent, whereas in the case of a worker irRifygublic of Korea, an extra year of education will
increase output by 12 per cent. As wages are lindkezhanges in a firm’s output induced by hiring
extra workers, this difference in turn reduces iheentive to invest both time and money for
acquiring education. Understanding why and how @laanfirms use production techniques and how

these techniques link to the return on skills ¢sitcal issue.

Technology does not only have consequences fowé#tyein which skills are used in the production
process. A detailed comparison of firms in Ghand twe Republic of Korea also demonstrates that
intermediate inputs, such as raw materials, ard uegy differently. The share of intermediate irgut
in total inputs, is much higher in Ghana than i@ Republic of Korea—85 per cent as opposed to just
under 50 per cent. This means that, for everyafroutput produced, Ghanaian firms spend relatively
more on raw materials and relatively less on paymda workers and capital owners. These
technological differences in the material intensifyproduction and the return on skills are much
more important than any differences in efficienay. understanding how we can transform the
Ghanaian economy to look more like the Republickofea, we need to consider why these two

elements differ so much and what we can be doaddoess it.

2. Background

There has been a wide variety of hypotheses putafal to explain differences in output, or output
per worker, across countries. Some of the majarribe have suggested that the answer may lie in
education, technological progress, capital accutiomia the scale of firms and economies,
characteristics of firms, or characteristics of theestment climate (such as the rule of law and

political stability).

Much of the research seeking to explain the gldlisttibution of income is conducted at the macro
level. The most familiar of this vein of researshthie plethora of cross-country growth regressions.
This research seeks to link changes in GDP to warmountry characteristics. However, it has a
mixed record in successfully identifying explangtéactors. This approach is based on the idea that
there are two channels through which countries inarease the level of output per worker: by
increasing the level of inputs, or by increasingdurctivity. Much of the difference has typicallydre
ascribed to ‘productivity’. The precise economicamiag of productivity is the amount of output per

unit of input, but it has been used to capture gehwange of ideas. In fact, anything that cannot be
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explained is typically put down to mysterious ‘poetivity’ differences. While it is very likely that
levels of productivity vary by country, it seemssatisfactory to conclude that this imprecise cotcep
is really the reason why Ghanaian firms producdi®@s less output per worker and 40 times less
value-added per worker than those in the Repulbli€ooea. This paper investigates a third channel:
the way in which inputs are used. This analysissshibat, at the level of the firm, differences e t

production structure can explain a large proportibthe total difference.

Many countries have successfully made their treomsbut of poverty over the past few decades, and
many more are on the path. As alluded to earlier,Republic of Korea is an example of a country
that has moved from being a poor agricultural eaonto a sophisticated industrial economy, with
one of the world’s highest levels of per capitaome. While every circumstance differs slightly and
has some idiosyncrasies, a general pattern becap@aent when such successful countries are
considered. Poorer countries are characterized blarge agricultural sector and a small
manufacturing sector. Wages are low due to the ¢dgibs in the formal sector and low agricultural
productivity. Countries that have been able to nak®nsition out of this state have typically deoe
first, by modernizing their agricultural sector aattracting labour-intensive basic manufacturing
(usually textiles and garments initially) and expuay the output. Then, as wages and living starglard
rose, more sophisticated manufacturing moved ing&¥aare certainly low in the African formal
employment sector, yet there has not been larde-soigration of labour-intensive manufacturing
firms there. In a global sense, there has beentamtizd migration of manufacturing to low-wage
economies, but the recipients have been the lonweveapnomies of East Asia rather than those of

Africa.

Why do manufacturing firms decide against settipgruAfrica? Is it that African firms are inherentl
less efficient, the workforce is not as well ededathe poor investment climate, instability, dnest
issues? Of course, it is unlikely that a single imagllet exists that can bring African living stards

up to those of East Asia. This research note arthatshe single most important aspect is raisigy t
returns to education in Africa. By looking at maaetiiring firms in the two countries, this research
note hopes to identify the key differences betwtesm which will in turn shed light on policy

interventions that might assist in raising the lefeer capita income in Africa.

3. Firms

Firms are the ultimate source of output and incomtée industrial sector of the economy and, thus,
also the ultimate source of productivity. Movemé&nin the informal and agricultural sectors of the
economy into the wage sector is the driver of gsimcomes and more secure wage employment, and

this has been key to East Asia’s rapid growth.
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The data used for the cross-country comparisomanalanced panels of 863 manufacturing firms in
the Republic of Korea observed for three years, 3l Ghanaian manufacturing firms observed for
up to 12 years. Both data sets were collected gindlar manner through interviews with firm
management. The data on Ghana cover the period2@% and that for the Republic of Korea, the
period 1996-1998. Stderbom and Teal (2004) us&tiana data over the period 1991 to 1997 and
the present paper extends the data set but retendefinitions used in that paper. The data fer th
Republic of Korea are described in Hallward-Drieen€002). More details on the data used can be
obtained from these sources or from Baptist and (R€®7). The key variables that are used here are
the quantity of output, value of physical capitalcks (land, buildings, equipment, and machinery),
number of weekly employee-hours, raw material ispiridirect costs (mostly rent, electricity and

energy purchases) and average number of yearsichtoh of employees in each firm.

The key data problem is making outputs and inpataparable both across firms within a country
and across countries. This is done in three st&ges, the variables are constructed so the defirs

are consistent across countries. In the secone,stiag values of outputs and inputs are deflated by
firm-specific domestic prices to render them comapbe within the country. Finally, they are
converted into international prices by means of ghechasing power parity price indices available
from the PENN World Tables (Heston et al., 2002)e Tesult is a series of comparable values which
enable the comparison of productivity across thaufacturing sectors of the Republic of Korea and

Ghana.

Table 1 presents the results of these calculatidasan be seen, the median output per employee is
20 times higher in firms in the Republic of Korkan in Ghana, while median capital per employee is
46 times higher; median indirect inputs per empdogee less than three times higher, and median
materials per employee are 15 times higher. Thdgidg ratios are a strong indication that firms
use inputs differently across the two countrieserage weekly hours worked is similar. Remarkably,
average years of education do not differ substantie0 years in Ghana, as opposed to 12.7 years in
the Republic of Korea. This is smaller than thefedénce at the country level, indicating that

employees in Ghanaian manufacturing firms have rypeags of education than the national average.

87



Table 1. Descriptive statistics for variables useth estimation

Variable Ghana Republic of Korea
Mean Median Mean Median
Output (Y) 2,753 179 40,992 16,210
(10,003) (74,530)
Capital (K) 1,180 21 21,771 4,798
(5,729) (66,583)
Employment (L) 73 22 122 84
(155) (125)
Indirect inputs (1) 651 15 648 216
(2,677) (1,890)
Materials (M) 1,183 82 14,005 4,719
(4,969) (27,630)
Y/L 20.3 9.8 290.5 192.8
(35.3) (355.4)
K/L 7.77 1.32 115 61
(29.4) (207)
I/L 3.21 0.85 4.50 2.32
(7.31) (8.41)
M/L 10.0 4.1 98 60
(20.0) (132)
VIL 7.1 3.1 188 116
(16.7) (303)
Hours 46 45 46 46
) (2
Education (years) 10.0 10.1 12.7 12.7
(2.5) (1.2)
Firms 257 358
Observations 1,884 919

Source Author’s calculations from CSAE and World Bardtal
Notes the monetary values are expressed as ‘0@®6 dollars PPP. Standard errors are shown
in parenthesis

Figure 2 is a scatter plot of value added per wodgainst capital per worker. Value added is
calculated by taking the value of output of themfiand subtracting the amount that is spent on
materials and indirect costs. Thus value addedhésamount of firm revenue that is available for
wages and as payment to owners of capital. Firoms the two countries form two distinct clusters,
with very little overlap. Even when levels of capiper worker are similar, firms in the Republic of

Korea produce more value added per worker. Howoo@nexplain this gap?

88



Figure 2. Value-added and capital per worker

5 —
b}
X
S %
5 07
o
8 )
o
o
®
()
=]
g 54
(@)
@)
—

o
o
-10]
I I I I
-5 0 5 10

Log capital per worker

o Ghana Republic of Korea

Source Author’s calculations from CSAE and World Bardtal

A production function is used here to investigdttese issues more fully. The following discussion
draws on the results derived in my doctoral themigl more detail is available in Baptist and Teal
(2007). A production function specifies a mathepsti relationship between inputs, firm
characteristics and outputs enabling the reseatchanderstand how changes in the former affect
output. The relationship is derived by taking réata from a large number of firms and finding out
which relationship best fits the observed data. kég result of this analysis is that the apparent
productivity difference between Ghana and the Ripwol Korea can be explained through the use of
different technology. Technology difference has tdimensions: skills and physical inputs. The
returns to skills are much higher in the Repubfi&orea and this is the source of a large parhef t
productivity differential. Firms in the Republic &forea also differ in the way in which they use
physical inputs: capital and labour are relativelgre important than intermediate inputs. These two
elements of technology difference are discussearin
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4.  Skills

The mean years of education do not differ markéeiyveen the two countries (10 years versus 12.7
years) and hence cannot explain the productivitiemdintial. What differs markedly, and can explain
much of this differential, is the shape of thenffilevel) returns to education function derived frtra
estimation of a production function. In Ghana, tlisa very flat convex function, while in the
Republic of Korea it is a concave function. Theures to education vary according to the number of
years of education a worker has, as can be seigume 3. In the Republic of Korea, the returns are
higher for the first years of education but dimimis more years of education are accumulated. An
extra year of education will be more beneficiahtfirm, the lower the average level of education of
its workers. The average return in the Republi&ofea is 10-12 per cent. In Ghana, the shape is
convex. Education becomes incrementally more beiaéto the firm, the higher the average level of
education of its workers. However, the absoluterret in Ghana are much lower: even with the
convexity, returns do not reach 10 per cent uhtl fifteenth year of education, while the average
return over the observed range is 1-2 per centirid fn the Republic of Korea will be most
productive when its workers have completed 15.8syef education, while those in Ghana begin to

experience increases in productivity once it tharkers have completed 7.4 years of education.

This difference in the coefficients of educationaispart of what we have termed a technology
difference between the two countries. If workersifirm in the Republic of Korea receive an extra
year of education, the firm can harness this toeimee output. Apply the same increase to workers in
a Ghanaian firm and output barely changes. An tafitbn of this is that giving Ghanaian workers
more education does not help, as the key differéasen the way educated workers are used within

the firm. Why are Ghanaian firms unable to captabn more educated workers?

One explanation could be that Ghanaian educatioa c®@mpletely different input to that in the
Republic of Korea and a year in a Ghanaian classrdoes not have the same marginal effect as a
year in a classroom in the Republic of Korea. Tikisindoubtedly true. But even if the returns to
education function could be compressed in Ghanah@beducation moves workers along it more

rapidly) there is still a big gap to close. Loweality of education cannot be the reason.

A second explanation is that Ghanaian firms needhange the way in which they use education.
These results suggest that education is not trefulus the material-intensive type of technology
used by Ghanaian firms. The returns to educatioBhana and, therefore, the potential for gains in
observed productivity or output per worker, coukl substantially higher if more capital-intensive
‘Korean’ technology were used. This will requires@stment in physical capital stocks as well as the

acquisition or development of external intellectpabperty. Therefore, understanding barriers to
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technology adoption and investment are vital fodarstanding differences in output per worker.
Investment in physical capital and sophisticateddpction processes would raise the returns on

education and therefore the demand from firms hadrtcentives of individuals to acquire it.

Figure 3. Returns to education
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5.  Production processes

When | use the term “technology”, | refer to theywimms produce output: the production techniques
they employ or, to use another phrase, the bluesptirey use to combine inputs to produce output.
The use of skills is one dimension in which teclggl differs. The combination of physical inputs
used, is another. The numbers in Figure 4 can berpireted in two ways. First, they can be
interpreted as output elasticities, that is, thally yiou the percentage expansion there will berin a
output if the quantity of the input increases bydr cent. An alternative way to interpret these
numbers is to think about them as the relativeesbieach factor out of total inputs. For examplé,
per cent increase in capital will increase outpu®l®5 per cent in Ghana and by 0.17 per centdn th
Republic of Korea. If we were able to express aputs in a common unit, then capital would

comprise 5 per cent of the Ghanaian inputs andet £¢nt of those in the Republic of Korea.
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Figure 4. Production technology
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Why does it matter if inputs are used in differamtys? The most important consequence relates to
income. If materials make up a bigger share of ipthen this leaves less money available to
compensate workers and capital owners. Firms im&laae not willing to pay workers higher wages;
an extra worker does not add too much to produdtignthe firm will need to purchase relatively
more raw materials in order to be able to incorfgothe extra worker in the production process. If
technology evolved, to the extent that the shamawfmaterials in production could be reduced, then
a greater share of income would be available forkews and capital owners and, hence, for
consumption. This would also have the effect dingj the returns on capital and labour which would

stimulate investment in plant and equipment arftLiman capital.

These results have shown that the technology ssddférent in the Republic of Korea and Ghana,
but what about more general relationships? Thexé¢hmee further questions relevant to the discassio
of technology and industrial development in Afrtbat are addressed here. First, what is the pidture
we consider Africa more broadly? Secondly, is thehnological heterogeneity within countries?
Thirdly, is there an expansion path implied by &&m technology that will eventually lead to Korean-
style parameters being observed? | investigatesetiggiestions using a similar methodology with
firm-level data on manufacturing firms not onlyfndGhana, but also from Nigeria, United Republic
of Tanzania,Kenya and South Africa.
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The conclusions from this investigation were thatnofacturing firms within Africa are relatively
homogenous with respect to their use of technolBgyh within African countries and between them,
it is not possible to find firms that use the samehnology as the Korean ones. There was a small
variation in the quantitative description of tecloyy across countries, but nothing remotely clase t
the magnitude of the gap with the Republic of KorEachnology does not differ significantly by
country, manufacturing sub-sector, foreign owngrsbri export status. Even large, foreign-owned,
exporting firms in South Africa exhibit a produectistructure fundamentally similar to other African
firms. The manner in which the term is used hexehnology is relatively similar across Africa, but
substantially different from that used in the Rdmulof Korea. Of course, the particular
circumstances of firms across Africa differ greailyd there may be some countries, not included in
this analysis, that do not conform to this pattétawever, based on the evidence currently available
the conclusion is that the differences betweencafand other regions are much more important than

differences within Africa.

These facts provide some clues as to the possibisons why a different technology is used by
African firms. Consider some of the reasons whinetogy may differ between firms, countries and
regions. There may be legal barriers, such as gategstricting the use of some technologies. For
most production processes, and particularly for ufeturing, a range of available techniques has
been developed over time, thus giving the individiran a menu of technologies from which to
choose. Given that factor prices and other locaberous conditions will differ between countrigs, i
would not be surprising if firms in some countr@®se to use a different technology. Of course, the
use of a country as the level of discussion is sdma¢ arbitrary although, to the extent that legigta
frameworks impose binding exogenous constraintghenfirm, it may be the appropriate level of

analysis.

6. Technology choice

As part of the transition from a low-skill econonsgch as Ghana'’s, to a high-skill economy, such as
the Republic of Korea's, it appears that the tetdmpoused by firms needs to change. The way in
which production is organized and inputs are us#dequire different sorts of firms to be formenl i
Ghana if the economy is to make this transitioriollows that we need to understand the process by
which firms make choices on their production stuuet how this may be influenced, and the possible
consequences of adopting different technologies.imyportant question is whether this is through
choice or constraint. Given that manufacturing glabalized industry, hence intellectual propesy i
widely available, and that foreign firms are mordess free to set up in Africa, the most likely

scenario is that African firms use a different tealogy because they choose to do so.
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If one technology produces more output than anditreall levels of inputs, then clearly a rational
unconstrained firm will always choose to use iteThore interesting case, and consistent with the
previous guantitative investigation, is where taibgies cannot be unambiguously ranked. Here
consideration is given to three possible reasong t®hhnology may differ: strategic interactions,

market size, and risk.

Strategic adoption

The specific form of technology choice relevantehir that of diffusion or imitation rather than of
innovation. The technology in use by advanced firgnalready in existence, and other firms merely
need to imitate it rather than develop it themsghgther through purchasing rights to patented
technology or incurring the costs of reverse ergjimg. Market leaders in developing countries may
convert to a capital-intensive technology in orledemonstrate excess capacity to competitors. This
sends a signal that they will be in a strong pasitf another firm tries to challenge their positidor
example, by also adopting this new technologyhbndata that has been explored in this paper, it is
difficult to identify even a single African firm &t looks like it could be producing using the
technology of the Republic of Korea. It is therefarlear that this effect does not appear to be
operating at the domestic level, but may be releaahe global level. Large firms operating in the
global market for manufactures may be acting t@diivestment by Ghanaian firms. This is not a
situation of oligopoly or of unfair competition: i§ just that these other firms are large and can
produce more cheaply. Collier (2007) has useddtyile of logic to call for African manufacturing
firms to be protected from East Asian competitibhe adoption of this policy may result in African
firms having sufficient incentives to invest in mowsophisticated production techniques. The
usefulness of such a move is contingent upon aleenents of the business environment including,

crucially, on the ability of African firms to expeffectively.

Endogenous technology choice: market size

One reason why exporting is so difficult is becafi&an markets do not have the scale required for
firms to grow. Consider a stylized model of the tpassible technologies: call one technology small
and characterize it by low fixed costs and highgime costs; and call the other technology largg an
characterize it by high fixed costs and low marbowsts. In the context of this research note,dixe
costs could consist of capital and marginal costaaterials. Firms have a choice between the two
technologies, but may face different factor costsifferent fixed costs of adoption (for example,
purchasing licenses or training staff). To switoHarge technology, firms need to pay a large fixed
cost. The benefit to them is received in the fofrfower marginal costs. However, they must be able
to sell sufficient extra units to make up for thwstcof the investment. Hence, market size needig to

above a critical level. As technology differs betwecountries and there is relatively little
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heterogeneity within countries and no evidence @fukar technological progress, endogenous

switching models, such as these, may be relevant.

Market size may also have an impact through itsctffon the cost of adoption. Technology adoption
generally follows what is known as an S-curve shafpadoption. Imitation is initially slow, and then
accelerates until it eventually slows down oncersdion is reached. This suggests that there may be
some network externalities in the adoption of neasehhology. Serven (1997) has discussed
investment under uncertainty and irreversibilityaim African context, and this part of the investien
literature may be informative if we view technologyoice as a form of investment where firms pay a
fixed cost (‘invest’) to switch from the small tare technology. In this context, the irreversipili
could result from imperfect capital markets. Adoptof large technology in a developing country is
possibly deterred by the poor resale value of egerg, with irreversibility decreasing as penetratio
of large technology increases, thus creating thereality. African markets do not have enough
potential entrants to buy physical assets of déffimns so, when bankruptcy occurs, it generally
results in dispersion of skilled workers and losproductive power of physical equipment rathemntha

in their transfer to a more productive firm.

Endogenous technology choice: risk

Uncertainty and risk are often cited as reasongii®iow levels of investment in African economies,
and uncertainty can lead to firms being less wgllin commit to sunk costs. However, the effect of
risk on investment is ambiguous and firms may epdwith excess capital stocks in a risky
environment. This is a result of market conditialeseriorating after investments have already been
made, so that the firm ends up with a capital stbek is higher than it would have chosen if it aver
possible to foresee these events. The use of elifféechnologies adds to the interplay between risk
and investment. The fact that the output elastioitycapital in the Republic of Korea is so much
higher suggests that the ‘payback’ time for capitaestment will be longer in Ghana. This further

exacerbates the potential sensitivity of Ghanaramsfto risk.

It is possible to build a simple theoretical modehereby Ghanaian firms will choose small
technology. The key differentials required betwdiems for this result to hold are that Ghanaian
firms are more credit constrained, and small teldgy somehow insulates the firm from large
negative shocks. The idea that manufacturing firms developing country face greater credit
constraints than those in developed countriesti€oatroversial and is consistent with many pesple’
prior beliefs. But how can the Ghanaian materitd#isive technology insulate firms against shocks?
Ghanaian firms are relatively more reliant on ispthat are easily adjustable, and relatively less
reliant on inputs that are more difficult to adjusirms are constantly buffeted by external shdoks

their business environment. These can range froprarghocks, such as currency depreciation or a
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change of government, to micro shocks, such asié¢hrelopment of a new product innovation or a
new competitor entering the local market. Whenrmn fusing large technology receives a positive
demand shock, it is able to easily expand outpdtiaorease profit. However, when it receives a
negative demand shock, it cannot reduce costs allyirdue to its capacity commitment and so
suffers a period of loss. Conversely, small tecbgplis able to respond to both kinds of shocks by
simply adjusting purchases of materials which, kentapital, vary easily. The downside is that they
cannot increase production beyond a relatively tapacity constraint due to low levels of capital.
That is, they cannot gain substantially from angide, but limit their downside risk. Thus, for a
given demand shock distribution, the resultant k&do firm profits have a lower variance if the
small technology is used. Ghanaian firms will prefes if they are credit constrained as it reduces
their chance of going bankrupt. This distinctiontween demand shocks and the resultant profit
shocks by firms, and the channels through whicly tre transmitted, is the central plank of this

hypothesis.

7.  Conclusion

Poverty reduction through productive activities wscmainly through the channel of wages. The
wages that a firm pays are dependent on the extpaubthat an extra worker is able to produce (the
marginal product) and the cost of the other infdatpital, materials etc.) required to enable that
worker to produce. The technology used by Ghantiiers has a lower marginal product of labour

than that used by Korean firms, and so firms udiag technology will pay lower wages. The major

reason for this is the lower rate of return on etioo in Ghana. If this could be raised to Korean
levels, the productivity of Ghanaian firms and, segquently, the wages they pay, would increase

dramatically.

Increasing the number of years of education iglmbnly answer. The rate of return can be inckase
partly by improving the quality of education, bap matter how good an education the Ghanaian
workers receive, they will not be compensated weless the rate of returns that firms receive from
their education increases. For this to happen, &harfirms need to fundamentally change the way in
which they use inputs. The issues underlying suchechnology switch are numerous and
complicated. Firms need access to large marketsasdhey can achieve the scale economies required
to justify the fixed-cost investment in more capitdensive production techniques. African
governments need to ensure that exports are a fadsmestic industrial policy and that firms are
not discouraged through perverse financial incestivpoor infrastructure or regulations. The
investment climate must also improve. This willcalsave the effect of reducing risk levels which
may further enhance the likelihood of a technolalgtcansition. Ultimately, it is this investment by

firms that will increase the returns to education.
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Firms in Africa are much more intensive in theieuwsd raw materials than firms in the Republic of
Korea, and there is also evidence that raw maseeed substitutable with other inputs, including
quality of labour. Thus energy and material corsgon programmes are not inconsistent with
poverty reduction and, in fact, may even aid thadition. There is no need for there to be a taitle-
between poverty reduction and the environmenirrid are given incentives to reduce their material
inputs, then they will become more reliant on lat@nd capital inputs which are in the interesthaf t

workers.

Many countries, but particularly those in East Adiave lifted much of their population out of
poverty by harnessing the productive activitieslustrial development and exporting. Firms are the
ultimate source of output, productivity and wagesm economy, and this research paper, argues that
African firms differ from those in the Republic Bbrea in a number of dimensions. The returns to
education are much lower in Africa, and the tecbgplthey use is much more heavily reliant on the
use of raw materials. African firms need to makeeehnological transition and the returns to
education should be increased. Transformation amdth at firm level are Africa’s best chance td lif

its people out of poverty in the long term.
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VIIl. Multinational Presence and Technological Spilovers in
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Abstract

Foreign direct investment is regarded as one of dheing forces integrating underdeveloped
countries into the globalization process which bharacterized the world economy over the past
several decades. It is presumed to be an impoctanrinel through which international diffusion of
knowledge and technology takes place. The purpdsthi® paper is to examine the spillover
occurrence from multinational corporations in thigidan context, taking Kenya as the case study.
Accordingly, firm-level survey data on two indus8i—food processing and machine engineering—
are utilized to examine the extent and determinahgpillover occurrence. This is done based on an
analytical framework developed overlapping threarsts of literature, namely, literature on foreign
direct investment, cluster and network dynamics &whnological innovations. This enabled a
reconceptualization of spillovers in terms of léagh and capability-building. An empirical
determinant of spillover occurrence was done usheg multinomial ordered logit technique. The
results generated showed that on an average,\v@lmccurred. The two major forms of spillovers
occurrence pertained to products and process, wthie two main mechanisms of spillovers
occurrence were demonstration effects and competiSome of the main determinants of spillover
occurrence included absorptive capacity, systemigegidedness (interactions), firm training, process

changes, low technology gap and trade orientation.

1. Introduction

Foreign direct investment (FDI) is regarded as ohthe driving forces integrating underdeveloped
countries into the globalization process that Hesacterized the world economy over the past skvera
decades. It is presumed to be an important chatimeligh which international diffusion of
knowledge and technology takes place. Since theerdegteloped countries lag behind the world
technology frontier, they rely considerably on dnfls of foreign technology from the technically
advanced countries (Lall, 1987; Pack and Saggiy)19Bhis however, should not be interpreted to

mean that underdeveloped countries do not genardigenous technology. Some underdeveloped

This work is largely based on author’s doctdhakis defended with University of Maastricht. Eughor acknowledges financial support
from UNIDO to support compilation of this paper.sdlacknowledged is the initial financial suppodnfr United Nations University
(UNU-MERIT) and African Economic Research Consarti(AERC).
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countries have significant packages of technicaltadge, hence there is no reason to suppose that

many technologies cannot be developed indigenously.

However, the absorption of new and advanced teogies in underdeveloped countries may be
problematic for firms in the short run, especiadligen the technology gap is wide. It would require
much time to nurture research and to develop hutapacity—for instance, training scientists and
engineers. This calls for sustained expenditur@durcation and research and development (R&D).
All this notwithstanding, it could also take a lotigne to ensure that findings from research are
transferred to locally-owned firms for exploitatiofhis long process does, however, represent an
alternative to FDI as does the import of machinang equipment and the hiring of technical and
engineering personnel with a mandate to train Igoafsonnel in its use and maintenance.
Unfortunately, the scarce resources in underdeeél@ountries and the amount of time this process
could take before it is accomplished leads marstress the need to import technology, and the role
of FDI in facilitating this process. In this respewe argue that FDI is not only important in the
international transfer of technology and skillsuladerdeveloped countries, but could also act as a
stimulant to the technological development proagbih in turn enhances industrial development

and eventually long-run economic growth.

Technology transfer, irrespective of the channebubh which it occurs, is not easy. It requires
enormous effort and investment in various resoumedhe part of the recipient to facilitate the
adaptation of the technology before it is implersen(Teece, 1977; Nelson and Pack, 1997). Contrary
to the over-simplified assumptions accorded to netidgy in the neo-classical framework, the
characteristics of technology are quite complexkinm it different from other normal market
products. The tacit nature of technology makesfficdlt to define, to the extent that it becomes
difficult to transact in a normal commodity mark&he seller has more information than the buyer,
has greater bargaining power and can exercise fegtezompetition, thus making the buyer operate
under a situation of information asymmetry (Arrd®62). It is equally difficult to judge the valué o
any specific technology and agree on prices arehding costs acceptable to both parties. The
benefits of technology transfer are also diffid@tdetermine. In the short run, technology transfer
benefits the recipient by increasing productivitgntributing to the development of new products and
by raising profits. In the long run, the benefitspdnd on how much recipients learn from the
technology and their ability to deepen and devéheir own capabilities (UNCTAD, 1999).

This paper investigates whether technology and kedge are transferred to underdeveloped
countries through FDI and whether they contribatdetarning and capability-building. This aspect
has not been accorded due recognition in the spillbterature whose work, which focuses mainly

on neo-classical literature, tends to naively rediechnological change to production. The prodactio
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function was considered to be the dominant framkwor measure and determine the impact of
technological spillovers (Caves, 1974; Globerma&@v, 91 Blomstrom and Persson, 1983). The effort
by locally-owned firms, for instance, to learn, fate or copy production, processing, marketing,
managerial or organizational techniques demonsttat¢hem by foreign firms was neglected, as was
the case in the understanding of dynamics and mésha through which specific spillovers
occurred® As shown later, the production function approadhich conceptualizes spillovers in terms
of labour or total factor productivity rather therarning, capability-building or innovation, doestn
actually measure spillovers, nor does it captued taconomic impact. There has been little work, if
any, which directly investigates spillovers takilegirning and capability-building as their point of
departure in line with Schumpeterian tradition, ethiemphasizes the importance of learning and

innovation in development.

This paper aims to fill this gap in spillover ligdure by taking an evolutionary perspective. The
analysis is done by examining the occurrence afegtsfof spillovers from multinational corporations
(MNCs) to locally-owned firms in the context of echnologically underdeveloped country, namely,
Kenya in sub-Saharan Africa. Despite the existarfceoluminous literature on FDI, spillovers in
both developed and advanced developing countitde, If anything, is known about spillovers and
their effects, particularly in sub-Saharan Afrisghere economies differ substantially from other
developing countries. Most of these are charadérlzy very fragile economies where markets are
small, firms are weak, capital is poor and stiticked into’ low levels of traditional skills and mo
competitive techniques, and where institutions @fdastructure are weaker than in many other

developing countries.

All these factors demonstrate why the case of e¢@min sub-Saharan Africa is unique and one that
ironically failed to receive any significant attemt in the spillover literature. The specific quess
posed are: Does the presence of foreign firms &imspillover occurrence to local manufacturing
enterprises in host countries in sub-Saharan Adrifaso, what are the determinants for such

spillovers to occur?

This paper is organized as follows: Section 2 prssine analytical framework. Section 3 presergs th
methodological setting of the paper, while Sectigorovides results and discussion. Lastly, Sedion

presents summary and conclusions.

s By failing to examine the mechanisms through which spillovers take place, the production function approach treats them as a 'black box',
denying us full understanding of the spillover process.
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2. FDI and technological spillovers: analytical famework

The analytical framework employed in this papeliags a framework developed in Gachino (2006)
for examining the spillover process. The approachrlaps three strands of literature. First, the
literature on MNC spillovers pioneered by Caves 7@)9 employing the production function
framework. This led to a plethora of other workspéaging a similar framework (Globerman, 1979;
Blomstrom and Persson, 1983; Djankov and Hoekm@@8)1 This framework, production function,
has recently been advanced by studies that havediuded new methodologies taking into
consideration new dimensions, instruments and diggnsuch as time variations, industry type,
locational and other spatial variables (Aitken afarrison, 1999). The spillover literature has also
been advanced by proponents of the new growth yhebich emphasizes endogenous technological
change, accumulation of human capital and opentoes#ternational trade and investment (Lucas,
1988; Romer, 1990; Grossman and Helpman, 1995).lildrature emphasizes the importance of

technological spillovers in long-run economic grbwand development.

Second, is the literature on clustering and netvelythamics founded under the theory of industrial
organization pioneered by Coase (1937), Richard$6m2) and Williamson (1985). The literature
extracts elements of transaction costs and institsit economics. The transaction costs theory
emphasizes that markets and hierarchies play i@poroles in coordinating production. According
to this theory, the choice between long-term cat$rand standard market transactions for exchange

of goods depend on the costs and benefits of tineefiorelative to the latter.

The third strand of literature relates to econonaitsechnological innovation which emphasizes the
importance of learning and capability-building hetinnovation process. This literature is based on
the evolutionary economics advanced by Nelson amaté/ (1982), among others. Evolutionary
literature has, in addition, motivated the develeptnof the national system of innovation (NSI)
framework (Freeman, 1995; Lundvall, 1992; Edquis97).

The NSI emphasizes ways in which technology, samiahomic agents, organizations, institutions
and policies interact with each other for the pggof fostering knowledge, learning, capability-
building and innovation. It is characterized by mtgeengaged in formal government and education
institutions, network of physical, scientific, econic and technology infrastructure. The flow of
technological information within the NSI is regagidas most important for the purpose of learning
and innovation. Flow of this information is highilynamic and non-linear which makes interactions

among agents vital in facilitating the flow of imfoation.
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2.1. Extent and mechanism of spillover occurrence

Contrary to the traditional technique where spi#ie/were conceptualized in terms of productivity
gains, we conceptualize spillovers in terms ofrieay and capability-building. A firm’s productivity
largely depends on the accumulated technologigadtifities over time where continuous learning
results in a dynamic process of technological acdation. It is therefore assumed that foreign
presence through knowledge spillovers is likelystmmulate learning in domestic firms either by
providing raw materials, or resources, or spedfiguli which trigger various forms of technolodica

changes. This process is depicted in Figure 1.
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Figure 1. A Framework model for spillover analysis:determinants, mechanisms and effects on technolagi learning and capability-building
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However, this should not be taken to imply thatlepérs are the only determinants of capability
building, since a whole range of factors are inedlvFrom Figure 1, four channels of spillover

occurrence are considered, including competitiokalge, labour mobility and demonstration effects.

Firm-level capabilities can be categorized in salvevays drawing from the main proponents of
capability literature who include Lall (1992), Belhd Pavitt, (1993); Ernst, Mytelka and Ganiatsos
(1998). Useful categorization of technological dafi#es considers the functions they perform and
the degree of complexity as the two classificatprinciples. Thus, it is possible to single out
investment, production and linkage. Other forms capability are regarded as complimentary
capabilities. Due to the magnitude and scope okwuorolved, this paper focuses only on production
capability and then identifies the associated legrrand technological changes. The following
technological changes are considered as proxiespftbover occurrence; production changes, process
changes, industrial engineering, new marketingesgras, management and organization changes (see

Figure 1).

The degree to which each change takes place isndeeal subjectively in the firms on a continuous
gradual ordinal scale, ranging from a minimum scofd representing “nothing happening” to a
maximum score of N representing “very much”. On blasis of this scale, an index, SPO INDEX, is
computed which is then used in the quantitativeereination of spillover occurrence as well as
spillover determinants. A summarized format of hthvis index is developed and computed is
presented in table “1It should, however, be acknowledged that like aler indexes, the SPO

INDEX inevitably suffers some potential drawbaclssitais largely based on firms’ own subjective

assessment.

Spillover index is estimated for all four modesspfllover occurrence shown in the table, compaetitio
C, linkage L, labour mobility M and demonstration The spillover index is computed for each of

these modes using the following equation:

SPO INDEX = Composite AveragéC,L,M,D) 1

Firm-level

Similar results of the SPO INDEX can be computeddiymn average using the following equation.

SPO INDEX = Composite AveragéPD, PR, RM, MS, MO) 2

Firm-level

4 More details on this can be obtained in Gachin®¢20
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Table 1. Computation of Technological Spillover Idex, SPO INDEX

Spillover Competition Linkage Labour Demonstration Average
conceptualization (c) 0} mobility (m) (d) score
Product changes (Pd) Pd: Pd Pdy Pdy Pd
Process changes (Pr) Pr. Pr P Pry Pr
Repair and maintenance (Rm) Rm Rm Rm Rmy R&M
Marketing strategy (Ms) Msc Ms Msm Msy Ms
Management and organization (Mo) Mo Mo, Mo Moyq Mo

SPO
Average score C L M D INDEX
Source:Author.

The spillover index for the manufacturing industrggn then be computed from any of the two

equations above as sample’s arithmetic mean. Asample, using equation 2, we have:

N
SPO  INDEX,guquyeer =%/ N D {Composite  AveragéPD, PR RM,MS,MO)}3
i=1

Where N is the sample size, equal to 180 in this case.

The SPO INDEX assumes an ordered framework rangatgieen O and 5 on a Likert scale as

follows:
SPO INDEX =0, 1] 2 S 4
Where SPO INDEX = 0 represefitdone™ occurrence of spillovers

SPO INDEX = 1 representkeast” spillover occurrence
SPO INDEX = 2 representiow" spillover occurrence
SPO INDEX = 3 representaverage"spillover occurrence
SPO INDEX = 4 representbsligh” spillover occurrence
SPO INDEX = 5 representbslighest" spillover occurrence
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2.2. Determinants of spillover occurrence
From the analytical framework designed and presemtd-igure 1, several determinants of spillover

occurrence emerge. Each of these is discusseddegii@ning with those perceived to be major ones.

One of the main determinants of spillover occuresiscabsorptive capacity, which refers to a firm's
ability and effort to detect external knowledgeguice and exploit it for the purpose of production
(Cohen and Levinthal, 1990; Grossman and Helpm8@@5)L A firm's internal absorptive capacity
can be viewed as accumulated technological knowledger time as firms engage in routine
operations such as production and R&D. In this c&8&D expenditure or staff engaged in R&D
would be very good indicators of a firm's absorpticapacity. Unfortunately, only few firms
undertake research. In such cases, other indicatioch as the share of technical personnel, become

useful.

The analytical framework developed regards thelasm@t process as extremely interactive and

dynamic, largely influenced by a multitude of seemnomic agents as well as existing policies

which operate in a systemic manner. A strong nékwohesion, which supports generation and the
diffusion of knowledge, is emphasized (Lundvall92}® Interactions are regarded as important means
through which interactive learning, information aedhnology can be exchanged or jointly exploited

for the purpose of productive activities. This implthat interactions among firms, institutionsg an

government and business associations are likedtirtailate the process of spillover occurrence.

Given the tacit nature of technology, spilloverucence is an extremely complex process influenced
by many factors. Thus, a systemic approach wouldnfygortant for knowledge generation, its
exploitation in firm’s production, its utilizatiofor learning and innovation, and further its diffus
through a dynamic and interactive process. Consdlyudghe systemic support structure and basic

infrastructure play a crucial role in the spillowcurrence process.

Another determinant of spillover occurrence is flexel performance. A firm is able to perform well

if it has developed a substantial amount of tedabgioll capability. Such a firm is characterized by
high capacity utilization as well as high outputfpemance in terms of sales and profits. Suchra fir
would be in a position to undertake dynamic stiategperform basic R&D, recruit well-trained
professionals, like scientists and engineers, udakierhuman resources development and other
enrichment programmes. This has a direct implicatio the extent that a firm with high performance
offers more room for learning, and acquisition atit and experiential knowledge, all of which

enhance a firm’s absorptive capacity.
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Trade orientation is another factor believed toehan influence on the spillover process. We examine
it on two fronts—exports and imports. Exports regukpillovers through different avenues. Thetfirs
one is through demonstration effects by MNCs taldams. To a local firm producing for the
domestic market, participation in export marketsuldoimply adding sunk costs, looking for new
global markets, establishing international distidnu linkages and networks as well as establishing
overseas transport infrastructure. A tremendousuamof time and effort are required to understand
the global regulatory framework and the highly dyiaconsumers' tastes and preferences. Local
firms benefit from MNCs existing stock of knowledge international markets and this enables them
to become exporters. MNCs will already have existexport networks abroad supported by
established transport infrastructure internatignallocal firms can benefit from the export

information externalities through collaborationd@monstration and penetrate export markets.

Second, participation in export markets is antiggato stimulate a dynamic learning process in
several ways. First, by introducing pressure tomete in international markets, local firms are éafc

to pay attention to global tastes and preferenthi& can be referred to as learning-by-exporting.
Secondly, by participating in the export marketcés, local firms can learn to continually increase
their technological effort and master techniquesquired for maintaining international

competitiveness in the world market. As a resulthefse two factors, local firms are forced to learn
and accumulate technological and absorptive cgpdeiten at the local level, competition for foreign
markets, based on the host country’s availableuress by MNCs and local firms, stimulates learning
and improves export performance. Export orientaiiohelieved to relax the market size constraint,
which means more MNCs and new local firms can efitee higher the number of firms, the higher

the spillover effects, as argued by the postulategglomeration economies.

Importation by a firm is also believed to have aipee relationship with spillover occurrence. Anfi

is likely to increase its level of knowledge pautarly when imports are sourced from technically
advanced countries. Imports of new capital andnmeliate goods are viewed as some of the main
channels for international transfer of technology.importing, firms learn through imitation. They
become innovative and are at the same time ablriitd absorptive capacity necessary to further

absorb spillovers.

Another factor likely to influence spillover occance is firm strategy. Examples of firm strategies
include process madification, product diversificati reaching new markets etc. A firm may also have
a strong strategy to broaden its knowledge basmighr human resource development by adopting a
training strategy in vocational, technical or pssi@enal education. The implication of this is that
firm with demonstrated path dependence towardsrptisn capacity accumulation could result in

spillover occurrence.
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Other factors

Others factors include firm size, age, labour madomditions and industrial specificities. To aglar
extent, size (big firms) may be at an advantagénms of spillover occurrence, primarily on acdoun
of their ability to mobilize productive resourcesdaother services that are either external or rader
to a firm. On the other hand, not all industriequiee high minimum scale efficiency (MSE) unit

production. In many cases, scope rather than saftgortant (Scherer, 1980).

To a large extent, the influence of firm age on $pélover occurrence is similar to that of sizeeW
hypothesize that firms with longer experience ergoyater experimental and tacit knowledge, as the
older the firm, the greater the chances for spdtevto occur. With time, large firms are expected t
improve their technical capacity and efficiency mtiian small firms, as large firms enjoy economies

of scale, with ample resources to spread overilegyroapability-building and innovation initiatives

Labour market conditions often influence spillowscurrence. Studies examining this role indicate
that good labour conditions can positively contiéuowards industrialization by stimulating

competitiveness (Piore and Sabel, 1984). The sdodies also show the converse to be true,
indicating a slow road to industrialization wheroddabour market conditions are not observed. In
the current context, we argue that when a firm nlesegood labour market conditions, it is bound to
pay high salaries and wages, offer fringe benepteyvide staff with human resources training
opportunities, including enrichment programmes, étcsuch cases, however, workers’ morale is

motivated, thus reducing their willingness to dhgir jobs.

Industrial specificity has a strong bearing onlepér occurrence. A high level of heterogeneityhwit
significant differences in technological capaleigi and capacities to learn and absorb external
knowledge exists among industries. This is mordosthe extent that even technologies used by
MNCs within industrial sectors often differ widgly complexity. The effect of industrial differences

is usually determined by the use of dummies.

3. Research methodology: data and empirical settin

In this section, we present the data and empisietiing of the paper.

3.1. Data description
The data used comes from a survey undertaken ige&Keovering two industries (foqgbcessing and
machine engineering industries) perceived to bentbst dynamic in Kenya characterized by high

productivity performance, employment and FDI levélssample was drawn from Kenya National

® For the sake of simplicity, we sometimes refer to food and beverages as just food processing sectot.
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Bureau of Statistics (KNBS) using proportionatelyatoility sampling (PPS) technique. A total of 180
firms were used, where 78 (43.3 per cent) werdadartrms and 102 (56.7 per cent) were local firms.
Note that a firm was defined as foreign owned kat foreign ownership of nominal capital (equity)
of at least 10 per cent, otherwise the firm waatae as locally owned. Note also that, this inalude

stand-alone firms; 14 in food-processing and ninemachine-engineering industry.

By industry, the sample included 105 (58.3 per )cétd-processing firms and 75 (41.7 per cent)
machine-engineering firms. Classification by firnvreership shows that foreign firms in food-
processing accounted for 48 per cent of the tatatlfprocessing firms, while locally-owned firms
accounted for 52 per cent. In the machine engingendustry, foreign and local firms accounted for

37 per cent and 63 per cent, respectively.

The data collected was representative; both foraigph local firms accounted for well over 50 per
cent of manufacturing production for both sectamstérms of output sales) and employment. Hence

the results obtained enable a policy-relevant aasest.

3.2. Empirical setting

This paper adopted an ordinal scale to measurnesmiloccurrence, hence, examination of spillover
determinants can only be done using a limited deégenvariable estimation technique. In this case,
we propose the use of multinomial ordered logit fabows: Assume there are institutional
determinants of spillover occurrence defined beatarl, structure determinants defined by a vector
S conduct determinants defined by a ve&oiperformance determinants defined by a veBtand
spillover occurrence defined by a vec&PQ For a given enterprise, sgythe relationship between

spillover occurrence and the determinants can trauiated as:

SPQ=SPO(}, S, G, R) +V,

V; a stochastic disturbance term assumed to be indepe and normally distributed across

observations. The proxies used were measured dinédeas shown in table 2 below.
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Table 2. Variables included in the empirical moded and their hypothesized
influence on spillover occurrenda Kenya's manufacturing industry

Variables Variable description Variable measurement Hypothesized influence
Technological spillover
(SPO INDEX) Spillover occurrence index 5 if highest, O if none Positive
Foreign presence (FORPS) Foreign presence atdivel | Aitkens method Positive
Firm size (SIZE) Firm employment 1 if large, O athise Pos. or neg.
Asian (KASIAN) lerirgnowned by a Kenyan 1 if Asian, 0 otherwise Positive
Firm age (FIRMAGE) Age of a firm Years in absolaiembers Positive
Firm performance (CAPUT) Firm capacity utilization Percentage capacity utilized Positive
Infrastructure (INFRSPT) Infrastructure supporfitm 1 Infrastructure, O otherwise Positive
Institutional (INSTSPT) _— ) 1 Institutional, 0 otherwise Positive
Institutional support to firm
Business (BUSASPT) Suppqrt _from business 1 Business, 0 otherwise Positive
associations
Firm interactions ) . . . ) -
(INTERACTIONS) Presence of firms interactions 1 if interacts, Ifeotvise Positive
Skilled intensity (SKILL) Share_ of university and Percentage share in total Positive
technical employment
Value of core production 1 high technology gap, 0
Technology gap (TGAP) machinery otherwise Pos. or neg.
Diversify products . e
(STRTPDCT) Diversification into new 1 if to diversify, 0 otherwise Positive
products
Process technology Acquire new process . . ) .
(STRTPRCS) technology 1 if to acquire, O otherwise Positive
Technological training - . . . .
(TRAINING) Undertakes training 1 if to train, O otherwise Hosi
Exports (EXPORTS) 5;(23?3 of manufactured 1 if exports, 0 otherwise Positive
Import (IMPORTS) Imports raw materials 1 if impgr@sotherwise Positive
Wages (WAGES) Wages per person in a firm Wagep@eon Positive

Source:Derived from author's survey

4. Results and discussion

In this section, we present the results and dissustarting with a descriptive analysis.

4.1.
An important firm characteristic expected to infice spillover occurrence is firm size which was

Descriptive analysis

considered in terms of employment size. As expedteign firms were bigger in size than local
firms, consistent with the literature on MNCs, whiteiterates that foreign firms have ownership

advantages which enable them to invest interndtijona

While the average age of all firms in the two intties was 29 years, foreign firms had a higher
average firm age (39 years) compared to local fi(@% years). This supports the argument that
foreign firms invested earlier than local firms. wkwver, foreign manufacturing investment declined
tremendously during the 1980s-1990s following esitem institutional failure, infrastructure decay

and inconsistent policies during the period ofcttical adjustments.
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Firm performance proxied by capacity utilizatiorosled an average capacity utilization of 64 per
cent, indicating the existence of excess capaaitpdth industries. Foreign firms also had higher
capacity utilization than local firms. This can bgplained by the fact that foreign firms have a
relatively high demand for their products since tudghem are exporters. Furthermore, foreign firms

also engage a more skilled workforce alongsideiefit production facilities.

On infrastructural and institutional support, firmgere asked to rate the provision of key
infrastructural and institutional support. With teeception of food processing where 50 per cent of
the total foreign firms rated provision of infragtture as good, in all the other cases only a fieitd
they were provided with relatively good infrastuet. This is rather low but not surprising in the
Kenyan context since, for a very long time, littddtention has been paid to infrastructure
development. A similar trend was observed in treea institutions where, on average, only a third
of the firms felt they were receiving above averagditutional support. For instance, during the
survey, access to capital was notably constrairethé high cost of credit. The legal system was

reportedly weak, while academic institutions ardustry remained largely detached.

Firms that benefited from services offered by besiorganizations were equally very low. Foreign
firms in food-processing that benefited from busterganizations were 33 per cent, while in
machine-engineering, were 24 per cent. Of the faodessing firms, only 15 per cent and 20 per cent
benefited from business organizations. Again, Wés not surprising given the weak capacities of

most business associations.

Another aspect examined was interactions, thawith machinery and raw material suppliers,
government and private institutions, universitiesl aechnical training institutions, industry and
business associations, investment and export pssabuyers and distributors etc. For both local
and foreign firms, the proportion of firms that ké&ted from interactions was very low, below 50 per
cent, on average, for the two industries. Sevedans account for that. First, the level and faqu

of interactions were usually low. This links to teecond reason that most agents (institutions or
business associations) they interact with oftefesuhajor drawbacks such as inadequate physical
and human resources, finance and working capitatdTthere is a lack of adequate support from the

Government to institutions, as such most of themara weak and inefficient.

In order to determine the firm's absorptive capgadhe proportion of staff with university degrees,
technical and vocational training was consideradhk two industries, foreign firms had the highest
levels, with 39 per cent and 58 per cent in foankpssing and machine-engineering, respectively.
This is not surprising as foreign firms have magsaurces to spread over heavy capital investment

and can engage technically qualified personnel.
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The technology gap was considered by taking theevaf a firm's core production machinery. A firm

with the highest value of production machinery (obgly a foreign firm) was taken as the reference
point. Firms whose value of production machinerysvigelow the reference point but above the
industry average were considered to have a lowntdoly gap, while those below the industry
average were considered to have a high technolayy @lthough this conceptualization of

technology gap is narrow; the approach calls foempirical analysis, particularly to examine issues
pertaining to production capability and the asdedaspillovers. As expected, the value of core
production machinery used by foreign firms was higinan that by local firms; thus the existence of

technology gap between foreign and local firms.

A high proportion of foreign firms in food procesgihad a strategy of diversifying their products (5
per cent) and process technology (63 per cent) acedpto those in the machine engineering industry
at (27 per cent) for products and (31 per centpfocess technology. The same trend was observed in
local firms. It is interesting, however, to noteattra higher proportion of local firms in machine
engineering had a continuous strategy to change fmeducts and processing technology than
foreign firms. This is to be expected as local firtry to introduce changes to match those of foreig

firms.

The proportion of firms offering technological maig averaged 30 per cent in both industries, with
foreign firms inevitably offering more training thdocal firms. Although these figures confirm that
Kenyan firms offer training, the proportion is, hewver, low but comparable to that obtained in the
World Bank RPED study (Biggs, Shah and Srivasta@85). It was also noted that the kind of
training offered differed substantially betweenrfi. While in the case of foreign firms, trainingsva
routine, internal and often external including megionally, most of the local firms merely offered

simple in-house training, usually done on an adljasis.

As expected, a higher proportion of foreign firnatiipated in exports than local firms. While 20
per cent and 18 per cent of local firms were exgyerin the food-processing and machine-engineering
industry, respectively, 55 per cent and 22 per adntoreign firms were exporters in the food-
processing and machine-engineering industrieseotisely. This is expected given that foreign firms
are more endowed with export capabilities thanllGoas. The difference between local and foreign

firms in imports of raw materials was not signifita
Under labour market conditions, there was a tremesdlifference between local and foreign firms,

in terms of annual wages paid per person. Therdiffe in wages between foreign and local firms

was similarly noted in other studies: Aitken, Haorn and Lipsey (1996) for Venezuela and Mexico;
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Mazumdar (1995) for Cameroon and Zambia; Lipsey Gjwholm (2001) for Indonesia; Te Velde
and Morrissey (2001) for Cameroon, GhaKanya, Zambia and Zimbabwe.

4.2 Occurrence of technological spillovers
Employing the above framework, the spillover indexthe Kenyan manufacturing industry

is computed and discussed under the two sub-sedbeiow.

4.2.1. Spillover occurrence in food-processing arathine-engineering industries — pooled

Table 3 provides the results of the spillover indermputed for the food-processing and beverages,
and machine-engineering industries combined. Thepcated spillover index was approximately 3.30,
which depicted an average spillover occurrence théotwo industries from both local and foreign
firms. The results obtained show that technolog®paillovers occur in Kenya's manufacturing

industry.

Among the four modes of technological spilloverwetence considered in this analysis, competition
generated the highest level of spillover occurref&62) followed by demonstration (3.44), labour
mobility (3.16) and finally linkage (3.08). This ®hed that competition and demonstration effects
resulted in more learning and technological changéskage system and labour mobility have
weaker learning effects and thus, by implicatioreater capability-building in manufacturing.

Comparisons done using T-test analysis showed ffferahce to be statistically significant.

Interestingly, the highest type of spillovers cgotoalized in terms of learning and technological
changes (new and/or incremental) occurred in prsdwhanges occurred in products (3.63) and
process (3.58). Marketing strategy had an inde8.09; while both management and organization,

and repair and maintenance had 3.05 each.

Examination of spillover occurrence by firm ownepshevealed that more spillovers occurred in the
two industries from foreign firms than from locainfis. The spillover index computed from foreign
firms was 3.48, while that of the local firms wadB A comparative T-test analysis showed this
difference to be statistically significant. By tbedinal scale developed, it can be concluded trexet

is high spillover occurrence into the two industriecombined from foreign firms, and average
spillover occurrence from locally-owned firms. Timeplication of this is that foreign firms generate
more knowledge spillovers than local firms in bottustries. In all the cases, competition generated
the most spillovers followed by demonstration efedSimilarly, most of the spillovers occurring

were in product, process and marketing strateglganorder.
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Table 3. Occurrence of technological spillovers ifocal and foreign firms,
food-processing and machine-engimae industries combined, Kenya

Computed index for spillover occurrence in the twandustries from both local and foreign firms

Spillover Competition Linkage Labour mobility Demonstration  Average
conceptualization (c) 0} (m) (d) score
Product changes (Pd) 3.90 3.47 3.43 3.73 3.63
Process changes (Pr) 3.80 3.36 3.45 3.71 3.58
Repair and maintenance (R&M) 3.10 2.80 3.18 3.13 3.05
Marketing strategy (Ms) 3.52 2.98 2.78 3.46 3.19
Management and organization (Mo) 3.27 2.79 2.95 3.18 3.05
Average score 3.52 3.08 3.16 3.44 3.30

Computed index for spillover occurrence in the twandustries from foreign firms only

Product changes (Pd) 4.09 3.73 3.80 3.85 3.87
Process changes (Pr) 3.96 3.53 3.75 3.88 3.78
Repair and maintenance (R&M) 3.18 2.97 341 3.24 3.20
Marketing strategy (Ms) 3.63 3.16 3.07 3.57 3.36
Management and organization 3.37 2.95 3.21 3.37 3.23
(Mo)

Average score 3.63 3.27 3.44 3.59 3.48

Computed index for spillover occurrence in the twandustries from local firms only

Product changes (Pd) 3.70 3.21 3.06 3.61 3.40
Process changes (Pr) 3.63 3.19 3.14 3.53 3.37
Repair and maintenance 3.01 2.63 2.94 3.02 2.90
(R&M)

Marketing strategy (Ms) 341 2.79 2.50 3.34 3.01
Management and organization 3.18 2.63 2.69 2.98 2.87
(Mo)

Average score 3.39 2.89 2.87 3.30 3.11

Source:Computed from author's field survey.

4.2.2. Spillover occurrence into only locally-owirfems in food-processing and machine-
engineering industries

An examination of spillover occurrence to locahfsg from both foreign and local firms showed an
average spillover index of 3.31. This index comgaxethat computed for both food-processing and
machine-engineering industries combined (3.30). ighest spillovers generated was in product
changes followed by process changes, and the nragketrategy with 3.61, 3.52 and 3.29,
respectively. As noted above, spillover occurreiaclcal firms from foreign firms was significantly
different from that of local firms. Similarly, a sgarison by mode and type of spillover occurrence
shows that more spillovers occurred to the localiyred firms from foreign firms (3.44) than from
local firms (3.19). The implication is that foreidinms in both industries generate more spillovers

into local firms than local firms.
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These findings are very interesting as they confinra things: First, spillovers occur from foreign
firms to local firms in the Kenyan manufacturinglirstry. Second, spillovers occurring from foreign
firms were much more than those from local firmc@rence of these spillovers was highest
through the demonstration channel, 3.66 followedtdmpetition, 3.64. Comparison made using the
T-test analysis showed that the difference betwimmonstration and competition, on the one hand,
and linkage and labour mobility, on the other, wasistically significant. The two were followesg b
labour mobility (3.35) and finally linkage (3.1l these, however, empirically support the factth
labour mobility and linkage between foreign andalofirms are crucial in the diffusion of skills,

knowledge and technology.

Table 4. Occurrence of technological spillover itocal firms only:
food-processing and machine-engareng industries combined, Kenya

Computed index for spillover occurrence in local fims (for both industries) from both local and foreign firms

Spillover Competition Linkage Labour mobility = Demonstration Average
conceptualization (c) 0] (m) (d) Score
Product change#d) 3.85 3.34 3.40 3.83 3.61
Process changéBr) 3.75 3.34 3.31 3.67 3.52
Repair and maintenan¢@&M) 3.23 2.60 3.038 3.32 3.05
Marketing strategyMs) 3.72 2.94 291 3.58 3.29
Management and organizatifivio) 3.44 2.77 2.88 3.35 3.11
Average score 3.60 3.00 3.11 3.55 3.31
Computed index for spillover occurrence in local fims (for both industries) from foreign firms only

Product change@dd) 3.89 3.48 3.69 3.88 3.74
Process chang€Br) 3.79 3.44 3.57 3.80 3.65
Repair and maintenan¢@&M) 3.33 2.67 3.21 3.51 3.18
Marketing strategyMs) 3.72 3.06 3.16 3.63 3.39
Management and organizati@vo) 3.46 2.86 3.10 3.50 3.23
Average score 3.64 3.10 3.35 3.66 3.44
Computed index for spillover occurrence in local fims (for both industries) from local firms only

Product changes 3.81 3.20 3.12 3.79 3.48
(Pd)

Process changes 3.71 3.23 3.06 3.583 3.38
(Pr)

Repair and maintenance 3.13 2.53 2.85 3.12 291
(R&M)

Marketing strategy 3.72 2.82 2.67 3.53 3.19
(Ms)

Management and organization 3.43 2.69 2.67 3.20 3.00
(Mo)

Average score 3.19

3.56 2.89 2.87 3.43

Source:Computed from author's field survey

115



4.3. Determinants of spillover occurrence

Table 5 presents the results of the ordered mddelavoid the problem of multi-collinearity, a
backward selection procedure was employed to stiedndependent variables to be included in the
final model. There was no multi-collinearity prolieThe estimated model passed the White (1980)
test for heteroskedasticity. The overall goodndd#-gtatistics—Log likelihood, the likelihood riat

LR-Test and Pseudo®R-indicated good overall performance of the Tobitieio

For this model, the estimated backward selectioa @d@ne in such a way that only variables with
probability values below 0.2 would be retained. éwingly, only marginal effects of these variables
were computed and reported. With backward selectibe independent variables dropped after
failing the significance test which included firnerformance, infrastructure and firm's strategy to

introduce product changes regularly.

Table 5 shows that as expected, most of the estth@defficients had the a priori expected signs and
were statistically significant at 1 per cent, 5 gent and 10 per cent levels. From the empirical
analysis performed, foreign presence was positicksdatistically significant at 5 per cent. Theadat

produced statistically significant results confingi the hypothesis that spillover occurrence in

Kenya's manufacturing industry is stimulated byeign presence.

Two of the proxies, experience and knowledge actaimd, were significant at 5 per cent. Firm age
and age-squared had a positive influence on spilloecurrence. However, based on the magnitude
of their marginal effects, the two variables do meem to have much influence on spillover
occurrence. The age results imply that spilloveeseamore likely to occur in old firms than in young
firms. The learning process in the firm could explgne age influence on spillover occurrence. Over
time, learning-by-doing effects result in experightand tacit knowledge and consequently the
accumulated stock of knowledge enhancing a firrasogptive capacity, which in turn enables the
firm to assimilate, adapt and exploit external kiemlge spillovers. The estimated marginal effect of
age squared was negative and significant indicateaggrowth of spillover occurrence decreased
with age an inverted-U shaped relationship. Ag¢hefcore production machinery was also positive
and highly significant. The results showed that @lidduction machinery was characterized by high

levels of spillover occurrence compared to thetingdly new production machinery.
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Table 5. Determinants of spillover occurrence, oréred logit analysis: food-processing and
machine engineering industries combined

Variables dy/dx Standard errors
LFORPS 1.366** (0.545)
FIRMAGE 0.351** (0.143)
AGESQRD -4.066** (1.660)
MACHAGE 0.270%* (0.093)
KASIANY 5.293%+* (1.823)
INTERACTIONS’ 3.537* (1.735)
SKILL 1.686** (0.847)
TGAPY 7.438%%* (2.590)
STRTPRCY 7.306** (3.205)
TRAININGY 5.797%* (2.038)
EXPORTY -4.199** (1.834)
IMPORTS 2.569* (1.312)
LWAGES -2.166** (0.644)
_Cutl 1.756 (6.344)
_Cut2 18.069 (8.501)
_Cut3 29.764 (10.963)
Industry dummies Yes

No. of observations 73

Log Likelihood -20.092

LR-Test 98.100 (0.000)
Pseudo R 0.7094

Note  Spillover index computed is taken as the ddpat variable-proxy for spillover occurrence.

) dy/dx is for discrete change of dummy variabtarirO to 1.
** +%* represent 5 per cent and 1 per cesdls of significance, respectively.
Source: Computed from author’s field survey.

The Kenyan-Asian variable was significant at 1 pent with a strong marginal effect. The
implication of this result is that more spillovease likely to occur in firms owned by Asians
compared to non-Asian firms in Kenya. These resulfgport the argument that Asian firms in Kenya
are more dynamic, entrenched in high value-addaditaes compared to the African firms. Himbara
(1994) noted that in comparison with African firmAsians firms were characterized by high
entrepreneurship and commercial skills, efficieremyd competitive edge, with hard working
employees, who survive on modest resources, witlilfaunits and collective organizations playing a

pivotal role in providing mechanisms to engendscighline and cohesion.
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The data suggested that interaction was an impadterminant of knowledge spillover occurrence.
This finding is supported by literature on learnargd innovation, which emphasizes the importance
of interactions (with suppliers, customers, supjrstitutions and industry business associations) i
firm learning and new knowledge acquisition, inéhgd accumulation of tacit knowledge. Such
interactions are likely to provide information ogchnologies and new markets and other inputs to
complement the internal learning process, suchiasrel staff training, consulting services and R&D

grants.

The variables for absorptive capacity had the ebgoeresults. The first one defined as proportion of
staff with university, polytechnic and vocationadueation was important in explaining spillover
occurrence. The direction of the estimated margsfifgict was positive and significant at 5 per cent.
The results support the fact that skilled persoanelimportant for spillover occurrence in the Kamy
firms. Thus, an adequate stock of technically-digali manpower is necessary to absorb new

technologies, to modify them and create and tramefe technological knowledge and information.

The technology gap variable was positive and diganit at 1 per cent. The results showed that a
change from high to low technology gap resultedain increase of 7.44 points, supporting the
hypothesis that a low technology gap had a positiffeence on spillover occurrence in the Kenyan

industry.

A firm with a strong strategy of constant modificatand upgrading of its processing technology was
more likely to obtain high levels of spillover oecoence compared to a firm with no strategy on
machine modification or upgrading. Accordingly sthiariable had a strong positive marginal effect of
7.31 which was significant at 1 per cent. One & thays in which technological capability is

acquired is by undertaking continuous, incrememntadlifications that adapt new technologies to fit
specific situations or production conditions. Oeehnological capability has been accumulated, it

enables high spillovers to occur as it enhancealbserptive capacity.

The training variable in the firm was also very omgant in explaining spillover occurrence. The
estimated marginal effect was strong, positive gigdificant at 1 per cent. This implies that thereno

a firm undertakes technological training, the highiee likelihood for spillovers to occur. Firm
training results in accumulation of firm technolcgi capability, which in turn determines the
magnitude of potential knowledge spillovers. Lodlicaa firm that offers training and also conducts
R&D is better placed to detect new external knogtednd its value than a firm that does not. Thus,
when a firm invests in training as well as R&D, we&n assume that in the process it increases its

technological capability as well as absorptive citga
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Contrary to expectations, the results of exportaiobd showed a negative and significant (5 per
cent) influence on spillover occurrence. This isgible given that exporting firms have already
reached the threshold to expoNon-exporting firms have a lot to learn and angstbomparatively
likely to introduce more technological changes thexporting firms. Surprisingly, this result
contrasted those obtained in other studies whiitereged the importance of learning-by-exporting.
The results also contrasted the widely acknowledgets regarding the East Asian miracle that
exports contributed tremendously to the developrémechnology capability-building as a result of
international spillovers occurring from interactsomith more sophisticated foreign clients based
abroad (Westphal, 1990). The marginal effect olktifor imports was high, positive and significant
at 5 per cent. Hence, more spillovers occurred immborting firms than those that did not, suppatin
the literature that views imports of new capitadl @ifferentiated intermediate goods as main channel

for international transmission of technology.

Wages had a negative influence on spillovers, whiels statistically significant at the 1 per cent
level. This implies that higher wages in a firm kely to reduce spillover occurrence. This was$ no
surprising in that if a firm pays efficiency wag#sen its workers were not expected to leave time. fi

As an example, high wages boost workers’ moralenaotivation and thus reduce workers’ mobility,

resulting in spillovers.

5. Summary and conclusion

This paper arose out of concerns to understand bW affects the industrialization process in
Kenya, with particular emphasis on spillovers, mé@g and capability-building. It investigated

whether technology and knowledge transferred tosa bountry from technically advanced countries
contributed to learning and development of techgickl capabilities in locally-owned firms. The

analysis was done by examining the effect of teldgical spillovers from MNC affiliates to locally-

owned firms in the African context, taking Kenyasinufacturing industry as the case study.

This paper has shown that FDI plays an importatg no industrial development in the country
through occurrence of technological spillovers. &éweless, several reasons accounted for spillover
occurrence levels ranging from mechanisms of sml@ccurrence to type and determinants. Hence,

the analysis done has generated some general $gfesquolicy which can be outlined as follows:

5 This would imply that an export threshold exists below which all spillovers matter to achieve export status. Nevertheless a clear direction of
causality between learning and exporting is yet to be detected.
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As a first point, the paper acknowledges the naedliserve consistency in policy stance. A
combination of erratic policy changes (like thosgspied during the structural adjustment period in
the 1980s-1990s), inefficient institutions and paudrastructure result in extremely high operation
and transaction costs. In turn, this makes invesiacluding FDI, shy away from investing locally,
thus reducing spillover occurrence. This interfength the technological learning and capability-

building process as it cannot thrive under suchlEyenvironment.

Second, the analysis showed that linkages did roemte substantial spillovers (in the Kenyan
context) implying existing linkages were less inntamt in terms of information, technology,
knowledge, skills etc. This was a likely scenanahe broader African context, unlike in the newly
industrializing countries, where industrial linkagaeayed a vital role in spurring spillover occurce.
There is therefore a dire need to formulate mofenitige policies geared towards the promotion of
linkages. This would include the promotion of ligkaformation between and among firms, sectors
and institutions. This could also include match-mgklocal firms with MNCs abroad sometimes
promoted through foreign missions abroad and endmsMost important, the linkages formed
should be strengthened in terms of content — shioglldch in information, technology, finance and

knowledge flow etc.

Third, absorptive capacity was noted to be an itgmbrfactor for spillovers to occur. Hence, human
capital accumulation, particularly in science, tambgy and engineering, should be encouraged.
Perhaps urgently needed in Africa are policiesrtorwte and support a strong culture of technology
development through learning and R&D. This is int@ot if firms are to increase their ability to
absorb and assimilate spillovers. Countries inréiggon lacked strong guiding industrial policiesr, f
instance, to encourage R&D and innovation. Needtessnphasize that it is only through a culture of
vibrant R&D and innovation that industrial develogmh can take off and in turn dynamize economic

growth.

Fourth, it was noted that the role played by insitins in the spillover process would have beentmuc
higher were it not for their weak capacity to pemo This is a common trend in Africa. When

institutions are weak, understandably, this implesreduced role in supporting technology
development and hence weak industrial capabiligwgits. There is a need to focus on policies which
would ensure sound running and performance of timssigutions as this is the surest way to promote
endogenous industrial capabilities necessary ftahgag-up. No country can claim to have long-run
growth without solid industrial capabilities propagd via sound and well coordinated institutions.
Consequently, the Government should provide coatitin guidelines for institutions to encourage a

systematic and coordinated mode of operation.
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Fifth, poor infrastructure emerged as one of thggést problems facing firm operations in the
country. This causes operation and transactiors dosbe extremely high, thus lowering interaction
among firms. Poor infrastructure also reduces mghiess to invest or expand. All these factors hinde
or lower the occurrence of spillovers. As an exanplad roads and high telephone costs reduce
interaction and consequently the sharing of infdaioma knowledge etc. As a recommendation, basic
infrastructure should be provided in earnest. Theresss story of East Asian countries shows that
governments that do not offer continuous suppodt effective industrial facilitation often fail thei

entrepreneurs.

Sixth, formal and informal interactions with instibns and business associations were important
factors in the spillover occurrence process. Fataince, interaction created an atmosphere where
local entrepreneurs share manufacturing experiemoasket information, skills and technological
knowledge with foreign firms. Such interaction whet formal or informal should be encouraged and
facilitated where possible. Examples include thelifation of trade and agricultural fairs which

enable learning and information exchange. All theseald widen the scope of spillover occurrence.

Seventh, although the findings in our paper shothedl competition plays an important role in the
spillover process, it is also noted that high catitipa from foreign firms could crowd out domestic
investment. Hence, if possible, an institution stidae established to deal with competition regatati

in manufacturing. It should have the capacity ttedwine prevailing competition levels. It should
assess incoming FDI so that only MNCs with higheptitall for generating technological spillovers of

capability development without crowding out logaléstment are permitted to invest.

Eighth, our paper shows that imports are imporitaithe spillover process. Imports of capital goods
by NICs enabled them to strengthen their technolbgge. Hence, there is need to continue
eliminating import barriers for capital goods, teology, machinery and equipment that could serve
as sources of learning and capability developménbugh imitation, replication and reverse
engineering. Also, although exports failed to claee with spillover occurrence in Kenya,
participation in exports should be encouraged asvitould force domestic firms to learn and increase

their technological effort in order to compete effeely in global markets.
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IX. National System of Innovation and the Role of Bmand: A
Cross Country Comparison

M. Abraham Garcia-Torres
UNU-MERIT, Maastricht, The Netherlands

1. Introduction

The National System of Innovation (NSI) is a breaadcept which enjoys growing popularity among
scholars and policy makers. The popularity of tuacept is due to its capacity to reduce someeof th
difficulties related to technological change. Talerstand this success we have, on the one hand, to
recognize knowledge as the main driver of a nai@aealth. On the other hand, we have to resist
simplistic ways of introducing technology into n&ssical growth models. The NSI adopts a more
systematic approach which takes into account thimus interrelationships between the actors of

society (firms, consumers, universities, institngp

Let us briefly comment on two ideas related to tpposition to the simplistic view of technology in
the neoclassical framework. First, why demand Isvent in a systematic view and, second, the
notion of complementarity among the economy's difié factors as a key point for successful
innovation processes. The relevance of demand ig dsstemic framework can be seen as a
continuation of demand pull theories to explainoivetion processes. In the early 1970s, Schmookler
(1971) argued that society, through its market raam, affects the allocation of economic
resources dedicated to innovation and thereforgeshdhe evolution of technological change.
Rosenberg (1969) concentrates his argument on gganaovation, by explaining how demand for
new technigues emerges and evolves. Many othemegfis from the supply side were suggested as
being relevant. This gave rise to the debate knagvdemand pull versus supply push. Perhaps the
systemic view could be interpreted as an ecledsition to this debate in which demand plays a.role

In the words of Edquist:

“One consequence of the interdependent and noarliview which characterizes the
systems of innovation approach is that is natutsab @ bring in demand as a

determinant of innovation.” (Edquist, 1997, p. 21).

The second idea we want to stress is the importahcemplementarities. The tradition of economic
research is based on trade-offs. For examplentbdin optimal solution there is always some form of
trade-off between spending and saving. Spendingsgivstantaneous satisfaction but is risky for the
future, so the individual tries to take a balandedision. The NSI approach is slightly differentisr

literature remarks that it is not just a tradedmdtween educating the population to a higher lauel
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doing more research, but that these decisions @n®it each other. Research and development
(R&D) output will be much more efficient if the polation is more highly skilled. This paper
attempts to define four important dimensions of & and to study the complementarities among
them. Having done that, the paper presents a n@fadsetecting in which dimension the system is

weak, by which we mean one that is not generatingekpected complementarity with the others.

From our point of view, the role of demand hasl stidt been studied. Scholars recognize the
importance of the role of human capital and knogédn improving the country's production
capacity. But how is demand affected by these fagtére knowledge and demand complementary in

any way? These are the main concerns of this resear

The literature on NSI covers very different aspeatd uses very different methodologies, going from
case studies to input-output tables. Recently, anfification, based on composite indicators, of the
system which permits comparisons between counapgears to be emerging from one branch of
literature (Porter and Stern, 2001; Furman e28l02; Chang and Shih, 2005; and others). While we
continue to follow this quantitative approach, thaper differs from others, because we explicitly

include the role of demand into the system.

In the next section, a selective review of literatis conducted based on the role of demand and
guantification methods for the NSI. Section 3 retleon why we focus on four dimensions, while
Section 4 discusses the relation between the diftgrarts of the system and the generation of tvealt

The last section concludes and offers some podsgilikefor UNIDO's activities.

2. Therole of demand in NSI literature

To review in detail all that has been said andtamitabout NSl is beyond the scope of this papar. Fo
a detailed introduction to the history and diffdrapproach see, for example, Montobbio (2001) and
Lundvall (2005). Instead, this section first reviethe role of demand in the NSI literature and then

comments on different attempts to quantify the NSI.

2.1. The role of demand

Here we review what the important demand charatiesiare, as seen by different authors; we then

narrow it down to the relevance and importanceevhand in the concept of NSI. Some authors have
focused their attention on the role of internatlatemand, some on national demand and some argue
that both are relevant. The unit of analysis is tbheantry; therefore international demand is the

demand of the rest of the world. Demand affectsttstem in many ways.

125



In one of the first articles using the concept &IN-reeman (1982) discusses the role of intemalio
demand. He argues that a firm that innovates aocesgfully exports its innovation enjoys an export
monopoly that can be exploited until imitators comt® the market. Posner (1961) introduced the
argument that monopoly occurs because foreign démanelops faster than foreign supply, thus
providing for a time a competitive advantage to thidiating country. For example, the Italian
demand for mobile telephones developed faster Hadian supply; Norway, which introduced the
innovation, took competitive advantage of this tilmg. One might expect this monopoly to be erased
by imitation sooner or later. Posner finds sevarguments for this lag to continue in time. For
example, he says that initially it is the new praidwhich generates the competitive advantage in an
international environment, but international leatidgy can be held for a long period due to the
sequence of future process innovation linked with mew product. It is the time lag between the
international demand and the national supply whatbws a country to be more competitive. The
time lag effect was further developed in relatiothviechnical change and international trade by the
literature (see, for example, Hufbauer, 1970, orengenerally, Dosi et al., 1990). In these relajon

as demand does not play a prominent role, we sballiscuss this here.

A different perspective is taken by Dalum (1992)ewhhe looks at how the different export
specialization patterns of 21 OECD countries aftbetperformance of the NSI. He implicitly gives
international demand a greater weight than theonatione, and he tries different specialization
patterns with a sectoral focus. He notes how natimectors are present in the international
distribution of exports. Even though all countries/e access to international trade, they specialize
different sectors for historical or cultural reasoBehind his arguments, we find that international

demand plays a role of specialization of the naticapacity.

The recognition of a different demand segment ikegy factor to understanding international
competition and the finding of a new demand nidHere we argue that the study of international
demand is used as a source of information. Thegretton of a new need in international demand
allows the country to seize an advantage. It cathbereation of a new good or a new niche within
an existing demand. Perez (1985, 1988) suggeststiirainternational advantage originates by
analyzing the new technological paradigm and domemand and deciding where the highest
innovation potential lies. She suggests usingnf@mation given by domestic demand and adjusting
it to the new paradigm so that national supply satisfy the needs of the national households. For
Porter, finding a new niche can explain why somentides have leapfrogged others in particular
sectors. He gives the example of competition in ¢dbpier machine industry between the United
States of America and Japan. The Japanese disdoaemew segment of demand, small machines,
and developed a new strategy to approach the bliies.new strategy allowed them to leapfrog the

United States which was previously the principdesén the sector (Porter, 1990, p. 36).
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To summarize, we found three main roles in intéonal demand: information, specialization and a
time lag. International demand is used as a sanfragormation to identify new needs; it affecteth
sectoral specialization of the country and, sinckevelops faster than international supply, allties

country to enjoy monopoly income during this tirag.l

Some authors have centred their attention on retidemand and its effects on the general overall
performance of the NSI. The first interesting idedrom Porter (1990, p. 98). He points out that
national needs anticipate those of the rest ofwibdd. This fact can explain why a country first

moves into an industry and how it can enjoy mongpatome, referred to by Freeman (1982). It is
the time lag between national needs being fulfiledsus the rest of the world that explains the

superior national performance.

The role of specialization due to national demasdpointed out by Freeman (1995). He also
highlights differences in national demand as onéefreasons against globalization. He argues that
the differences in some industries might not beadrtgmt, but are in others. There are some national
needs that, from his point of view, can never biésfied by international supply. He highlights
climate differences that affect the performancenathines, instruments, materials... and also alltur
aspects that cannot be ignored without consequancesgments like food, clothing and personal
services. For example, take two firms producingetakay pizzas, one lItalian and the other
American. The one in Italy probably produces pizzase to the liking of Italians than ones imported

from the American firm.

The information capacity of national demand is ggiped as a key factor for various reasons.
Lundvall (1992) points to the relations betweenrsisend producers. These strong links help
producers meet the needs of different users. Otitesfe links the producer can find new ideas for
production or to improve designs. Von Hippel goew cstep further, and attributes the entire
innovation process, in some specific areas, to weatalls the “lead user” (von Hippel, 1986 and
1988). This idea is also important for Porter winensays that sophisticated and demanding buyers
allow firms to increase the quality of the produdthough more than information, it seems to be tha
demand helps national capacity-building power @o990, p. 89). He also emphasizes the fact that
a large number of independent buyers helps to @asereariation, which is a major concern for many
evolutionary economists. The same idea, taken faosupply side perspective, is enunciated by
Metcalfe (1995).

A stream of the literature has contemplated simelbais national and international demand dynamics
as a possible explanation for differences in naficapacity to compete. Fagerberg (1992) centres on

testing the home market hypothesis. A strong horagked means the producer's production patterns

127



are allowed to grow faster, building a strong cotimgenational sector in the international market.
The role of demand is information about the evolutbf consumer needs, plus the capacity-building
associated with this demand, which affects therimatitonal competitiveness of the supply. The
capacity-building issue is also discussed by Free(@@02) who points out that after World War 11,
when European research analyzes productivity gaipstiae United States, the size of the domestic
market is always acknowledged as one reason fagaheHowever, not only the size of the demand,
but also its growth seems to be important. For @prf even more relevance is the growth of
domestic demand. But Porter also points out thataitivantage of a large domestic market can be
contradictory, and for some countries low demand faaced competition into the international
market. Porter comments that independent of theedfithe market or the growth of demand, an early

saturation of domestic demand is a prerequisit¢h@internationalization of sales.

An interesting point regarding demand is raisedmithe public sector is considered as a determinant
consumer. It is determinant in the sense of th@gtmn of the economy's consumption. Gregersen
(1992) centres her attention on the public sect@ huge consumer, thereby introducing the capacity
of the government to affect the innovative prodess the demand side. The same point is met by
Edquist (1995), where he analyzed the role of theegyment as a sophisticated user, and by Malerba
(2004) when he recognized that demand is not om®beneous consumer but is composed of many
highly heterogeneous consumers, one of them baigublic sector. This way of thinking is very

much connected to another branch of the literataiary R&D, where the public sector is the main

determinant and consumer.

Here, one might wonder if demand has not beencseffily analyzed in the context of NSI. But in

our view there are three principal roles that haoeyet been studied:

The importance of habit formationWhen thinking of innovation as one of the mainvers of
economic growth it is impossible to ignore thisrgoit is not just the fact that we need noveliyt b
something that is useful in the long run allowsrarovation to affect the growth of the country. e
is a branch of literature that has long recognithedvalue of this situation (for example, Duesenper
1949; Pollak, 1970; Ryder and Heal, 1973; and 8sky, 1977). But only recently, a group of
economists appears to be dealing with the habidaon hypothesis and growth: Carroll et al., 1997;
Alonso-Carrera et al., 2004; Alvarez-Cuadrado g{2004; Carroll et al., 1997; and Fuhrer, 2000.

The causality from growth to savinggOpposing the formal neoclassical view that moréngss
generates more growth, the introduction of demawngiiges an argument to reverse the causality. In
the orthodox framework, savings are always investggherating more capacity to acquire new

technologies, and are then translated into morpubutowever, this argument is biased towards
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supply. By introducing demand, there is room faypmsing a different causality. More consumption
generates more growth and more savings. If we declthis idea in a technological change
framework, nobody will disagree that an environmevith an active demand will favour the
appearance of innovations. An interesting empingaik trying to prove this reverse causality has
been presented by Carroll and Weil, 1994; and @Gatal., 2000.

Novelty and marketing expenditurdhe concept of marketing as important for innawathas been
pointed out by many scholars, such as Freeman 1965understand why the effort a country makes
in marketing is a determinant of innovation, we tnusderstand how marketing expenditure affects
individual consumers. Discarding the idea that gnezices are constant, novelty plays a determinant
role. In this chapter, novelty is related to thimgfinvested by the firm to make its innovatiorokm

to consumers. Therefore it is possible to study hwavketing affects preferences. If an individual is
offered two equivalent options, it is normal thiag bne in which a higher marketing effort is magle i
more likely to be chosen. If we assume that groweh be caused by an increase in consumption, a
higher consumption pattern will be followed by theuntry where marketing expenditures are
superior. The relation between growth and marke@irgenditures has been analyzed by Benhabib
and Bisin (2000).

Having reviewed the different roles of demand ia thiSI literature, the next subsection looks at
research undertaken to quantify different chareties of the system. The main goal of this

guantification is to simplify comparisons of nati@mperformance.

2.2.  Attempts to quantify NSI

Although NSI was initially a qualitative approaah innovation, as Godinho et al. (2005) argued,
several factors that were impossible when the idea conceived now allow us to make a
guantification of the NSI. An important generatiohindices appeared after the publication of the
Oslo Manual. Several new indicators have been etlegither by EUROSTAT or OECD statistical

offices.

The first step before trying to quantify an NStasdecide which dimensions of the system should be
taken into consideration. Already Lundvall, in 1982gued that there are five interesting dimensions
that any study considering this issue should aealy® internal organization of the firms; intenri
relationships; the role of the public sector; thstitutional set-up of the financial sector; and R&
intensity and organization. The same five dimensi@me used by Montobbio (2000), though
recognizing that not only the internal organizatadrthe firm is important, but also the verticailds

of the firm with clients and suppliers. Making $ligvariations to the original division by Lundvall,
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avoiding the internal organization of the firms astddying the regulations in the sector instead,
Kaiser and Prange (2004) analyze these dimensiorthei German bio-technology sector. Dang
Nguyen and Jolles (2005) take the division as @thte Montobbio, and add two new ones: social

cohesion and access to information and communit&tichnologies (ICT).

A different approach is taken by Furman et al. @0fhd by Porter and Stern (2001). They propose
looking at three dimensions: common innovationasfructure, national cluster conditions and the
linkages between these two. Although in agreementhe same number, Nasierowski and Arcelus
(1999) propose looking at the inputs of innovatjaigheir outputs and at the moderators betwesn th
two. Godinho et al. (2005) follow this researcht &liso look at the preconditions for innovatiorg th

moderators are renamed structural organization.

An even closer division is made by Liu and Whit€Q2). They explain that their division evolved
from a detailed study of the literature concerniieghnical change. This is relevant for us because
these are the dimensions that best fit our resedittdy propose taking into consideration: research,

implementation, end-use, linkages and education.

After considering these dimensions, what technicare$ methodologies can be used for quantified
comparisons? One group comprises studies that baittposite indicators. Porter and Stern (2001)
use regression techniques to build up a composdiedtor that measures the national innovative
capacity, ranking countries according to this indaxine with this research is work done by Furman
et al. (2002). But they use the composite indicaiaun regressions on total factor productivity Pl

and attempt to explain the contribution of eacheinéh the creation of innovations. Among their
concerns is the intention to link NSI and endogengtowth literature. Dang Nguyen and Jolles
(2005) work with 11 variables that were initiallwvidled among seven dimensions, before using a
principal component factor analysis to reduce themwo principal components. They study the
dynamics of the countries based on these two fsc@wodinho et al. (2005) used 29 variables to make
four dimensions from the indicators. They use thad&ators to perform a cluster analysis; based on

the results, they propose a taxonomy of NSI.

Nasierowski and Arcelus (1999) study the NSI iniffecent way. They use a set of 11 indices that
they classify as inputs, moderators and outputterLtihey proceeded with different settings of a
system of simultaneous equations to see how thadas among inputs, moderators and outputs of
innovations are best related. Chang and Shih (2088) an input-output matrix to study R&D
intersectoral relations and diffusion of innovaioihey compared the systems of Taiwan Province
of China and China. An interesting point is raisgdCoombs et al. (1996) when suggesting a new

way of accessing innovation performance from orentin of the literature is emerging from one
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branch of the literature is emerging—that of caumtinnovations published in specialized journals.
More oriented toward business literature, Chiegh Manzani (1998) classify the NSI according to

the various strategies that firms use when thejdddo innovate.

3. The four dimensions of the system

After all the discussion introduced in the previ@estion, it is our belief that the interactiontbé
different agents of the system could be studiedbbking at four main dimensions. We concentrate
on two forms of knowledge: codified knowledge thatn be accessed by anybody; and tacit
knowledge, embodied in people. And we study howehtevo forms of knowledge affect the capacity
to improve the production side of the economy asddemand for new innovations. These four

factors are considered because we feel they afeitthe functioning of an NSI.

Human capital The quality and quantity of human capital is fumeatal for the innovation system.

It is fundamental in the sense that it is througmhn capital that knowledge can be transformed into
innovations, new processes and products. It igésting to see what the effects of differences are
across Europe’s educational systems and the oyerdtirmance of the countries. We are interested
not only in the capacity that the country has tooadke their population, but also in its abilitysfgread
existing knowledge. Therefore we use as ingredimtshis composite indicator, the percentage of
working population with tertiary education, the poation of working population involved in life-long
learning as a way to keep updated with the evollkingwledge, and the national effort made in

education as a proportion of the total GDP.

Knowledge creationWe would like to assess the efforts realized Bydbuntry to push forward the
frontier of knowledge and the national capacityise this knowledge. The three variables considered
here are first, public expenditures in R&D, as adidation of the national capacity to push
knowledge in a more basic knowledge way than bgsinR&D, with more profit oriented
expectations. Second, the number of scientific ipatibns as a percentage of population; an output
indicator of knowledge performance of how well thesources are used to produce codified
knowledge, and third, the number of internet ugerscapita. This last indicator is a way to see how
quickly knowledge in a country is diffused. Bothiestific knowledge and information on new

products can be diffused much faster via the Iretiern

Supply innovation capacityWhat we want to understand from this dimensiamoisso much whether
innovation is the result of a supply-push situatidfe are more interested in studying what is the
national capacity that the production side of tbenemy has to use human capital, and how existing

knowledge can be used in production more efficjerif/e consider here the labour productivity
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index, keeping in mind the reduction of cost (i@ in productivity index) as a result of the cigac

of the country to take advantage of human capitdllanowledge. The next variable is business R&D
as a private effort to generate the specific kndgéethat production needs. And the last one is the
proportion of high-technology exports, to find die degree of competitiveness of a specific

country’s export capacity.

Demand innovation capacityAs this is a parallel concept to the previous eveeare interested in the
capacity that knowledge and human capital havadeease the sophistication and needs of a country.
We are also interested in assessing the impactaodre qualified society, and finding out if greater
access to an increasing stock of knowledge createsre favourable environment for the creation of
innovations. To compare this dimension across c@mstwe use the total expenditure on cell phones
per capita. The idea here is to understand hovhdlé of a new innovation varies across countries.
As regards national marketing expenditure as aepéaige of GDP, as a national effort to diffuse new
products, and the proportion of GDP that goes i@l fconsumption, the intuition behind is that a

country more ready to spend is more likely to gateenew products.

In total, we have 12 variables, which are presemtelhble 1. rst, we build a composite indicatar fo

each dimension (for a detailed discussion on howuitd composite indicators, see Garcia-Torres,
2007). We study 14 European countries: AustriagiBet, Denmark, Finland, France, Germany,
Greece, Ireland, ltaly, the Netherlands, Portu§gain, Sweden, and the United Kingdom. These
countries, excluding Luxembourg, comprise the EUglidup. This country has been excluded from
the sample because of the quality of the statighimwided by its statistical office. As we are

interested in the evolution of the dynamics of $iyetem, it is important to get the variables for as
many years as possible. The period of this papezrsdl993 to 2003, including both years. For each
variable, we have a panel data structure of 14tcesrtimes 11 years. The data are normalized gakin

the European mean as a unit, and each indicatomsan average of the three variables.
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Table 1. Dimensions and variables

Dimension Variables Sources
Percentage of work population with tertiary edumati EUROSTAT 2005
Human capital Life-long learning EUROSTAT 2005
Total expenditure in education OCDE 2005

Public expenditure in R&D (as percentage of GDP) REMSTAT 2005

Creation of knowledge Number of scientific publications (as percentage of

population) CORDIS 2005
Internet users per capita WTI 2005
. . BERD (as percentage of GDP) EUROSTAT 2005
Innovation capacity .
supply Labour productivity EUROSTAT 2005
High-technology exports over total exports EUROSTA0D5
) ) Total expenditure in cell phones per capita WTIR00
:jnenrg\;igon capacity Consumption (as percentage of GDP) WDI 2005
Marketing expenditure (as percentage of GDP) EURMISZT005

GDP per capita WDI 2005

The first step taken is to study the relation amtigfour indicators. To do this, we plotted tharfo

dimensions, as shown in Figure 1. We plotted ircater graph the four dimensions against each
other; the line shows a linear regression. A gujtdnce at the graph shows that the first three
dimensions of the NSI are highly correlated, wkiile indicator on demand innovation capacity is not.

Let us review briefly the theories behind thesatiehs.
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Figure 1. Correlation among the four dimensions
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The first square shows us the relation, betweerhtimean capital of the country and the capacity to
increase knowledge. Here, a very strong positilaion between the two indicators can be observed.
Basically, this supports the concept that a bettieicated population will have a higher possibiitty

push the frontier of knowledge. The next squarenshthe relation between human capital and the
capacity that the working population has to imprtwe productive capacity of the country. Here too,

it can be seen that the relationship is quite gtiamd positive.

If we look at the relation between knowledge angdpdy it can also be seen that the relation is
positive but not as strong as the previous oneev@o though we find a positive relation between the
increase in knowledge and the capacity to impronaeyictivity, taking into account the previous
relations, it seems to be stronger through humaitadalt is possible that the impact of knowledge
goes out through the human capital capacity to émpint this knowledge into the production side.
The most surprising part is the three last corigriat In all of them, demand is either not related
the other indicators, or there has a negativeioglatn principle, we would expect that a populatio
with higher education is in a way a group of maosplssticated consumers. Also a positive relation
will be expected with the knowledge, because kndgde in principle, should be transformed into
better things, which the consumer needs in ordérat@ a more comfortable life. But the graphs do

not reveal any such relations. The relation ofl#s¢ square is a bit more complex, in the sense tha
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we cannot find any theoretical reason why a soaeétg to implement the productive capacity better

is also a society that is more dynamic from the aleafrside.

One possible explanation for these results is thathe graphs, all the countries appear together.
could therefore be that the effect of individualtries is strengthening the relation between the
indicators. Another possible hypothesis could tz the three first indicators, because they emanate
from the literature base on NSI, are biased towagh-technology indicators, while none of the
indices in the demand indicator bears, in pringipley direct relation with high technology. Another
possible explanation is that countries are not ewair this dimension, because the scientific
community has always neglected the demand sideyilmg to use the information we have at hand,

we go a step further; analyze the relation betwkernndicators and the growth of GDP per capita.

4. Knowledge and generation of wealth

Looking at the panel structure of the databases@ehow countries have evolved each year. It is
interesting to study the relation between the mau@nof the indicators and the performance of the
country proxies by growth of GDP per capita. Foergvcountry, we have a total of 11 years of

evolution. Now the index at each phase is the jposif the country, related to the mean average
behaviour. Therefore it does not necessarily havedrease constantly. The value of the index shoul

be interpreted in relation with the mean. Hencepuntry that has an index for one dimension, which
is constantly increasing over time, means thatpasition, in relation with the mean, has been

improving over the years.
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Figure 2. Relation between the economic performanaa the country and human capital
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In Figure 2, we have plotted the value of the huroapital index versus the growth of GDP per
capita. What we are analyzing here is the positicihe country in relation with the movement of the
mean. And this relative movement is plotted aga@BP. We can see, for example, in the case of
Greece, human capital has been increasing overetiyes, but is still below the average value, which
is 100. What we argue here is that even thoughabel of the index is important, we are more
interested in the movement of the value in relatathe mean. The Netherlands, on the other hand, i
above average over the entire period. The grapyes b@en presented in a way that in the left side it
shows countries that manifest a positive relatietwleen a positive movement of the index, and
growth. The idea behind it is that NSI differ, amiight have the capacity to perform well from
different dimensions. A strong positive relatiortivibeen the human capital dimension is observed, as
well as an increase of wealth in countries suchuwstria, Greece, Italy and Spain. A negative refati

is observed in countries such as France, IreldiedNetherlands and the United Kingdom. For the rest
of the countries, it is difficult to assess whettige relation is positive or negative, as they show

almost no relation between the variations of the variables.
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Figure 3. Relation between the economic performanaa the country and knowledge
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We do the same for the dimension of knowledgeréialts are plotted in Figure & similar result to

the previous one is found here. Some countries taveapacity to benefit from an increase in the
index, which for this knowledge index means a cepdo push forward the frontier of knowledge
and use this push to increase the wealth of thatoppuAgain, as in the previous index, there doats n
seem to be any relation between countries thatbowe the average and those that are below it.
Belgium, Denmark, Greece and the Netherlands sedmave the capacity to incorporate a positive
movement in this dimension, with an increase invtlealth of the country. The opposite can be said
for Austria, Finland, France, Ireland and the Uhikingdom. The rest of the countries, even those

not presented in the graph, do not reveal anyfigni correlation.
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Figure 4. Relation between the economic performancef the country and demand
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The next dimension studied is the dynamism of demarrelation with growth. This information is
presented in Figure 4, where Belgium, Portugal $pain show the capacity to use the movements of
this index and transform them into more economautput, as seen by the positive slope of the
regression line. One possible explanation for ifferénces in this indicator, as compared to thent
three, could be that the other three indicators laased toward the high-technology sectors. A
negative relation is found for Finland, France &mel Netherlands. For the rest of the countries, we

find no relation with growth.
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Figure 5. Relation between the economic performanoéa country and supply
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The last dimension is the supply capacity to inocafe human resources and knowledge in
production. This information is presented FigureThe first interesting result comes from the
comparison of this figure with the previous onemAkt every country that seems to have a capacity
to use demand side into growth output, seems tarfahis relation. However, the contrary is also
true. The only exception, Sweden, although verydptilas a positive relation with both indicators.
Greece and the Netherlands both show a positiatiorlbetween the increase of this dimension and
the growth of the country; one is above the averagpde the other is below. Also positive relations

are present in Finland, Ireland, Sweden and theéedrKingdom. Negative relations are experienced

by the rest of the Mediterranean countries, Belgiund Denmark.

The general conclusion of these relations is tHak Wary across countries, and the strong and weak

points of each differ according to its relationhwirowth.
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Figure 6. Final and initial value in each dimension
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Before arriving at a more general conclusion, iuseful to take a closer look at the ranking and
evolution of the countries over the time span beahglied. This information is presented for each

dimension in Figure 6.

The countries have been ranked in relation to &leevthey show in the year 2003. In the figures thi
is presented by the dark triangle, while the ligiangle shows the value at the beginning of the
studied period, namely, 1993. In the human capitadension, most of the countries remain very
stable, with values at the beginning and at theadmibst constant. The only exceptions are Sweden,
which, in addition to being in first position, isiging momentum in the way it is educating its

population, and the Netherlands, although abovevkeeage, it is losing its position in the ranking.

As regards the knowledge indicator, Finland, theéhbidands and Sweden are still ahead in the
classification, although they scored much highduesin the initial year. One possible reason ¢s th
fact that the rest of the countries are catchingqnupis dimension, and maybe it is the consequeiice
a reduction in the dispersion of this indicatorassr European countries. The demand dimension is
one that shows more variation. First, it is intérggto see that the Scandinavian countries arevbel

the average. This effect does not occur in anyrattgicator. Denmark is the last and is losingteolo
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magnitude if we compare it with its initial valugt the top is the United Kingdom, showing a higher
increase. Austria, Belgium, Ireland and Spain amving ahead, while Finland, Germany, the
Netherlands and Sweden are falling behind in tbeirsumption patterns. In the supply dimension,
Ireland tops the list, and shows a capacity toeiase when compared with the average behaviosr. It i
followed by Finland. France and the United Kingdawen though they are still above the average

they show a decrease in these indexes.

Bringing together all this information, we summariaur findings in Table 2. In the first column, the
average per capita growth has been calculatechéowhole period. In the next column, a positive or
negative sign is shown depending on the intensgyolyserve from the relation with GDP growth.
Then we have a number that indicates the rankisgipo in year 2003. Close to it, we have inserted
an upward arrow if we observe an increase of tidgcator in relation to its value in 1994 as radate

to 2003, and a downward arrow if it loses its posiwvith respect to the average. (This informain

a simplification of Figure 6.)

Let us start by analyzing the countries that shieevworst performance in relation with the average
growth, namely, Germany, France and ltaly. Germangnly able to translate a positive impact of
demand side indicator into growth, but for thisigdor it is losing momentum over time. France is
unable to capture any positive relation with anytted indicators. Italy shows a positive relation
between growth and the human capital indicators,obaupies the last position for this indicator in
the ranking, and does not show any improvement theeperiod. The countries above the 2 per cent
average growth seem to have one corner-stone wietps them to gain comparative advantage.
Spain shows a positive relation with the humanteapgimension and demand, and in both indicators
is gaining in position. Finland seems to rely anciédpacity to reduce costs on the production siale,

in this indicator it ranks second and is gainingpasition. Greece is in the last position but isaals
increasing, and shows a very positive relationrmagh with variation on three dimensions. Ireland
only shows one corner-stone, the supply innovategpacity, but it ranks first and continues to gain
capacity. Then we have Sweden with three positlations, but is losing its position in some of
them, due probably to the fact that the rest ofcinantries are catching up on these dimensions. The
United Kingdom is the first on the demand side, enakals the largest growth in this indicator, dlbe
with one exception, it is unable to correlate tmgvement to growth, even though it shows quite a

high average growth over the period.
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Table 2. Summarized output

Average

Relation with growth Evolution in time
growth

(Percentage) hk kn di si hk kn di Si
Austria 1.74 + - 7 1 41 91
Belgium 1.63 + + -- 61 9 21 10
Germany .95 + 11 7 12 6]
Denmark 1.78 + + + -- 2 4 14| 7
Spain 2.1 ++ ++ -- 10 12 31 12
Finland 2.85 - - + 3 3 10} 21
France 1.39 -- -- - - 8 8 6 5]
Greece 2.27 ++ ++ -- ++ 13 141 71 137
Ireland 6.15 - - + 9 111 5 11
Italy 1.37 + - 14 101 131 11
The
Netherlands 1.74 -- + - ++ 5 5 81 8
Portugal 1.66 -- + ++ - 12 131 9] 141
Sweden 2.12 + + + Ky 2] 11 3
United
Kingdom 2.54 -- - + 4 6 i) 4|

SourcesEUROSTAT, 2005 ; OECD, 2005 ; CORDIS, 2005 ; WPDQ5 ; and WTI, 2005.

To complete this analysis, we have plotted thetiogia of Figure 1, but only for some countries. Wit
this we would like to see if these graphs can leel@s an X-Ray of the NSI of innovation. We chose
four countries as clear pedagogic examples. Tharivdtion on the NSI of Sweden, Ireland, Spain
and Portugal is presented in Figure 7. Sweden seebesthe example to follow, as clearly evidenced
by the graph. Sweden is a country which seems tdob®y well in all dimensions and is also able to
exploit the right links among these dimensions. Asdpresented in the graph, it reveals a positive
relation among all the factors. This methodologyldde useful to detect where the weak links of the
NSI are. This can be detected easily by lookinghatrest of the countries plotted in the figure.
Ireland, although performing much better than #s¢ of the European countries in terms of per aapit
growth average, presents a problem with its hunapital as it shows a negative relation of this
dimension with the rest of the countries. It rersariear that it is this dimension where the
Government should adopt more direct policies tcaanh wealth. Spain, on the other hand, is a clear
example of doing the right thing in three of therfdimensions, but presents a problem as regaeds th
capacity of the society to use the knowledge anmhdmucapital to enhance productivity. Greece
presents a negative relation on demand innovatapadty, so here is where more Government

support could be used.
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Figure 7. Individual study of some selected counis
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This exercise, also explains why in the first gaplo positive relation of the demand side with the
other dimensions could be found. This was due eddlot that in the first graph, it was aggregated a

the European level. However, the situation is d#ife when we look at individual countries.

5. Conclusions and extensions towards UNIDO's actiies

It can thus be concluded that a healthy NSI is thad is able to grow using right links among
different actors of society. This paper can be wedn exercise to spot difficulties in the NSIc®n
these difficulties are identified, different polisgenarios can be designed in accordance withratio
requirements.

The objective of this paper is to help policy makeoncentrate their efforts on the weak links ef th
system, the differences across countries seem &y \&gnificantly; accordingly policy

recommendations for each country should also vEmg. aim of this paper is thus to highlight areas
on which policy makers should focus. It is also oramended that the results should be

complemented by some historical and institutiomallysis of the situation of the country.
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With the analysis, it seems that European countiffer in their capacity to transform innovation-
related activities into growth; in other words, h@esent very different capacities to enhance thveal
Despite the fact that the main focus of this papen European countries, a similar analysis cbeld
carried out for any other group of countries. Iway, the most relevant output is a way to quantify
and study the relations between the different ageh& NSI. Because our initial target was devedope
countries, we have mainly focused on the creatfoknowledge. If we are to consider any possible
extension of the work toward UNIDO's research awes,should consider variables that are more
related to innovation policy and development: diftun of knowledge, capability-building, own

knowledge creation, exports, FDI and so on.

In such a globalized world, it is very importanattany policy recommendation concerning industrial
development considers the role of knowledge andcHygacity to generate innovations from the
industrial sectors. This paper offers a good waynap problems at the macro level considering the

dynamics of demand and supply.
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Abstract

This paper explores ways to link cluster studied eadue chain analysis with efforts towards poverty
reduction by investigating employment patternsxpcet-oriented garment clusters at the end of the
Multi-Fiber Arrangement. The analysis uses the astine Delhi garment cluster and assesses the
ability and limitations of social compliance norrms facilitating poverty reduction there. Results
show that the structure and characteristics oflI¢@bour markets strongly impact on poverty
alleviation outcomes. While this illustrates the ima@onstraints for the effectiveness of social
compliance norms in the Delhi context, it also p®ito new areas for research bridging clusterirdy an

poverty reduction.

1. Introduction and rationale of the present study

So far, cluster studies have mainly addressed sseelated to the growth and competitiveness of
firms, overlooking the relationship between clusigrand poverty reduction (Nadvi and Barrientos,
2004). This is, however, a compelling area for ffietuesearch in order to assess how industrial
development can actively contribute to the Millenmi Development Goals (MDGs), whose main
agenda focuses on poverty eradication. UNIDO isvelgt trying to increase its efforts in this
direction; such efforts have been formalized inataboration of UNIDO’s new key thematic area of
‘Poverty Reduction through Productive Activitie¥he increasing need to pay attention to poverty
issues in cluster studies and initiatives must lead shift in focus from firms to people withineth
cluster (Ibid). Within this broad agenda, attenttoremployment generation is crucidt. has been
argued that, due to their labour-intensity, clustean lead to ‘sustainable employment’. However,
emphasis should be put on the kind of employmarstets generate, both in terms of work practices
and conditions of work, a point made by Das (2009)e recent emergence of corporate social
responsibility (CSR) concerns can be a tool to owprworking standards; therefore there is a

compelling need to assess its effectiveness inifgpemontexts and sectors, especially those

! E-mail address: am99@soas.ac.uk

2 Indeed, some clusters have been able to inctbaselabour absorption potential exponentially.irBend Gereffi (2003) report that
employment levels in the Torreon blue jeans clustdviexico increased from 12,000 in 1993 to 75,d0Q000. In the Southern Indian
knitwear cluster of Tiruppur employment levels grigeam 20,000 to 40,000 during the 1980s (Cawthot®85). By 2003 they went up
to 200,000 (Singh, 2003, in Nadvi and Barrientd@94) and today, according to the Tiruppur Exporfessociation (TEA; interview),
the industry employs 300,000 people.
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characterized by a high vulnerability of worker$isT paper addresses these concerns by looking at
the effectiveness of CSR in the Delhi garmentteluat the end of the Multi-Fiber Arrangement
(MFA), indeed a crucial period for the so-callesblgdl garment industry which now faces full
liberalization. The Delhi cluster is investigatéuldugh a value chain approach (VCA), which helps
identify all the different activities and types labour which are at the basis of garment production
The VCA becomes a fundamental tool to identify efiéint locations of poverty within the Delhi
cluster, and to highlight the current limitations @SR in tackling poverty, while pointing to new

research areas to further bridge cluster studidgawerty reduction.

2. Organization of the report and methodology

The rest of the report is organized in other sesemtions. Section 3 sketches an overview of tha bir
and demise of the MFA, while Section 4 presentsief picture of the Indian garment sector at the
end of the MFA, focusing on the industrial aredefhi. Section 5 presents an assessment of the CSR
impact on the Delhi garment cluster. Section 6 yaed further the characteristics of the value chain
which defines the cluster, highlighting the leadfagtors which reproduce industrial fragmentation.
Section 7 analyzes labour trends in Delhi, undeginhow given employment practices, mainly
mastered by specific agents, that is, labour cottrs, represent a serious hurdle to the functgpoin
CSR norms in local garment factories. In Sectiorth®, analysis moves further, to highlight the
magnitude and characteristics of the non-factosetidabour force, a point completely overlooked by
CSR. Section 9 summarizes the conclusions and ypotigplications of this analysis, while
highlighting some crucial key areas for future egsh aiming to further bridge cluster studies and
poverty reduction. This paper is based on fieldifigs stemming from a period of intensive
fieldwork conducted in India between October 2004 duly 2005, and is based on an analysis that
combines quantitative and qualitative research atthQuantitative data on export turnover was
derived mainly from the archives of the Apparel &tgPromotion Council (AEPC). Qualitative data,
which represents the most valuable contributionthid analysis to the knowledge of the Indian
garment sector, has been obtained through intesvieith different tiers of key informants, such as
academics and researchers studying the Indian gaseetor, AEPC and other government officials,
manufacturers and exporters associations (sucth@<Clothing Manufacturing Association of India
(CMAI)), labour organizations and unions (mainlyy Delhi, the Centre for Education and
Communication (CEC), and the Centre of Indian Trabkgons (CITU)), and Delhi exporters and
subcontractors (18 in total), identified thankstthe help of AEPC, and CSR managers of the two
brands; Monsoon and The Gap. Delhi exporters albaecess to further key informants who work

within the final segments of the garment value haterviews with exporters and subcontractors
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have been followed by visits to their factories,iachhallowed verification of the reliability of

interviews?

3. International policy in the textile and garmentsector: is the end of the MFA an
opportunity or a threat for exporters?
The textile sector is one of the most globalizedustiries in the world. Attempts to regulate textile
trade can be traced back to the 1950s, when theed)@itates negotiated the first voluntary export
constraints on Japanese products in 1955 (Spina§88). While these first attempts on regulation
were dominated by bilateral agreements, soon effftused on ways to elaborate a structured
initiative to regulate trade and production mutdlally. These efforts gave birth to the MFA,
established in 1974, and aimed at allocating mawingxport quotas to exporters of textile-based
products (Singh, Kaur and Kaur Sapra, 2004). Whildally the MFA focused mainly on raw
materials and low value-added manufactures, sudakags, later on it started focusing on more
elaborate manufactures, especially garments. Irayg W could be argued that the evolution of the
MFA well reflects changes in the so-called compaeaadvantage of developing countries. In fact,
since the end of the 1970s, the shift from impakssitution (IS) policies to export-oriented
industrialization (EOI) caused a profound restrrioty of the old international division of labour,
where developing countries were mainly providersaof materials, giving rise to a new division of
labour where many of these countries became sftesaaufacturing production (Jenkins, Pearson
and Seyfang, 2002), following the formation of whathors such as Gereffi and Korzeniewics (1994)

call global commodity chains (GCCs).

With the substitution of the General Agreement oad€ and Tariffs (GATT) with the World Trade
Organization (WTO) in 1994, the end of the MFA weegotiated; it was meant to happen over 10
years and in five stages. By 1 January 2005, thé MRal deadline expired, leading to the full

liberalization of the textile and garment sectors.

4.  The Indian garment sector: main debates arounthe end of the MFA

In India, the end of the MFA was long awaited byngant exporters, who saw in it a great
opportunity to increase their share of the globatket. Indeed, India arrived at the end of the MFA

a rather privileged position. In fact, data shoattlsince the 1960s, when India’s garment prodactio
was virtually non-existent, the country has managedxponentially increase its share of global

production

% For a more detailed discussion on methodologyMsezzadri (2007).
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Table 1. Share of readymade garments in India’s exgts 1960-1961 to 2000-2001

v Readymade garment Total textile Manufactured goods
ear Total exports
exports exports exports
Value/ Va!ue Va!ue \{a!ue Va!ue
Percentage (millions  Percentage (millions Percentage (millions Percentage (millions Percentage
of Rs.) of Rs.) of Rs.) of Rs.)
1960-1961 10 0.16 790 12.29 2,910 45.26 6,430 100
1970-1971 290 1.89 1,450 9.45 7,720 50.29 15,350 0 10
1980-1981 5,500 8.20 9,330 13.90 37,470 55.83 67,11 100
1990-1991 40,120 12.32 69,260 21.28 237,360 72.91 86,680 100
1994-1995 103,050 11.6 199,450 225 646,830 72.90 86,630 100
2000-2001 254,780 12.52 - 1,607,230 78.95 2,035,7 100

Source Author’s adaptation from table 3.1 in Singh d&alr Sapra (2007:43); based on DGCI&S

data cited in Economic Survey 2002-2003, Tablgdsand 7.4, Government of India, various
issues.

Garment production concentrates around a numblegyoindustrial areas, which are identified by the

AEPC, the Indian governmental body which, sincditth in 1978, was in charge of the allocation of

guotas under the MFA, and which continues, to datbe in charge of the export promotion activities

related to that sector. These key industrial amsasDelhi, Ludhiana, Jaipur, Calcutta, Mumbai,

Bangalore, Chennai and Tiruppur. These centrestaemcterized by a strong presence of small and
medium enterprises, and they are included in UNB{@t of Indian industrial clusters (UNIDO,

2003). In the past three decades, AEPC has regjistbe turnover from these centres, both in terms
of quantity and value.

Figure 1. Export performance of Indian garment eyort centres: value
value, nercentage of total Indian
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As the data clearly show, Delhi is the most impatrizentre in terms of value exportelth Delhi, the
end of the MFA was welcomed with great enthusiaang since the first months of 2005, Delhi
exporters registered steady increases in theirrexpders (Delhi Exporters, interviews). Many of
them reported they were expanding their produdimilities, opening up new units and buying new
machinery. The potential expansion of industrigdges could be crucial for India; in fact, accoglin
to the last UNCTAD report on the global garmentusity, smallness of industrial premises is

identified as the major constraint to the growthihaf sector in the sub-continent (Appelbaum, 2005).

5. Therise of CSR norms in the garment sector: ipact assessment in Delhi

Parallel to these relevant transformations in titustrial scenario, the late 1990s saw a steadyirris
CSR norms in the garment industry in the form ahpany-based codes of conduct (Jenkins, Person
and Seyfang, 2002). Codes aimed to guarantee soempliance, that is, the respect of given
standards vis-a-vis labour practices. Garment e&moin developing countries had to adjust to the
new global requirements towards social compliaaeel adopt codes of conducts imposed by the

international buyers.

In both policy-making and academic circles, CSR Iiesn heavily criticized. Some criticisms have
focused on CSR'’s internal contradictions and omiits for a self-regulating business (Jenkins, 2002;
Dubinsky, 2002; Justice, 2002; O’Rourke, 2002). ideer, the scarce implementation of labour laws
(where present) in many developing countries makegher difficult to simply disregard CSR from
the start. Instead, there is a need to assesapect. Empirical evidence so far has been rathgedni
(see, for instance, Roberts, 2002; Dent, 2002i&rit¢adjipateras, and Turner, 2002), highlighting t

need for further studies on CSR effectiveness mmithtions in specific contexts.

In the Delhi garment cluster, the end of the MFAdahe consequent pressures to consolidate
production) and the implementation of CSR normslac¢aeasonably lead to an improvement in
working conditions for the hundreds of thousandgplesed by the industry.In short, the great
success of Delhi garment exporters could tranghétea success for their workers as well. However,
this does not seem to be the case. On 23 Noventlgt, 2luring a workshop held at the Habitat
Centre in Delhi, experts of the Institute of Deyetent Studies (IDS) presented their impact

assessment of CSR norms in the Delhi garment sector

According to the assessment, codes worked well famlgome, that is, for those holding permanent

contracts. Codes did not work for the other twcegaties of workers employed by the garment

4 In terms of quantity, Delhi is only second toufipur, India’s ‘T-shirt town’, whose export turnovese exponentially at the end of the
1990s (AEPC, 2004).
® Estimated between 250,000 and 330,000 (AEPQyietes, Delhi Exporters, interviews; CEC, intervigvCITU, interviews).
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industry, namely, casual and temporary worketdnfortunately, these workers represent an
astonishing 80 per cent of the total factory worké Codes of conduct were therefore working only
for a meagre 20 per cent of workers, who were dnigualready rather well protected by Indian

national labour legislation as permanent employéesa way, codes were merely replicating the
failure of national legislation in protecting theogh vulnerable (and conspicuous) segment of the
labour force. This result can be explained by logkat the characteristics of the value chain in the
Delhi garment cluster, both in terms of productamtivities and labour employed to carry out these

activities.

The relevance of the integration of VCA and clusienlysis has already been spelled out in the
literature on industrial development. Generallyg MCA is used to address the issue of external
constraints that clusters face in the era of giehabn (Schmitz and Nadvi, 1999; Humphrey and
Schmitz, 2000). While the VCA mainly focuses on wagious activities which comprise one specific
production cycle, it can also be used to map tHerdnt types of labour which these activities énta

a point which was clearly made in the first conaapration of commodity chains by World System
theorists (Hopkins and Wallerstein, 1986). This wag VCA can become a useful tool for mapping
poverty nodes within the cluster, that is, thoseso“where specific groups of producers and/or
workers are located who are vulnerable to povenrtjilely to be in poverty’(Nadvi and Barrientos,
2004:33).

6. Pressure towards consolidation versus resiliea®f industrial fragmentation:
sketching the value chain of the Delhi garment chkter

The Delhi garment cluster has been historicallyratterized by a high fragmentation of industrial

activities, due to its artisanal heritage, whickcas back to the Moghul Empire (Blake, 1993). Small
tailoring units were initially organized accordit@the logic of the putting out system, where acor

of powerful merchants, thanks to their connectiartt overseas importers, decentralized production
to a spider-web of little artisans (Singh, Kaur dtaur Sapra, 2004). Old reports on the Indian
garment industry (Ambedkar Institute of Labour $#gd 1980) confirm that by the 1980s, the

industry was still fully organized according toghdgic.

The old legacy of Delhi garment production carl bt traced in the current geographical make-up of
the industry, which shows a highly complex and finagted value chain, characterized by numerous
production activities. From Okhla, the originalesdf Delhi garment production (Alam, 1992), inside

Delhi city, the industry slowly moved to new areamsinly to the neighbouring states of Uttar Pradesh

¢ Temporary workers are those who are employedheyridustry only for short periods of time, whitesaal workers are those employed
on a daily basis (AEPC, interviews, Delhi Exportdrgerviews; CEC interviews; CITU interviews). Geally, these workers are
employed during specific periods (for instance psedson), or to carry out specific activities, alatays required within the production
cycles.
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(UP) and Haryana, which have since been incorpdriate the Delhi metropolitan area. Today, the
New Okhla Industrial Development Area (NOIDA) intalt Pradesh and Gurgaon and Faridabad in
Haryana represent the main locations of the ingusatinich is further moving towards the hinterlands,

towards what is known as Greater NOIDA (further ddawUP) and along the Delhi-Jaipur highway.

Figure 2. Location of garment production in Delhi nmetropolitan area
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It is quite common that exporters own multiple anit several of these production sites. On this
point, it is worth noting that if, today, the endl the MFA represents a push-factor towards the
consolidation of production, in the past it reproeld industrial fragmentation. In fact, through the
ownership of multiple units, exporters could accadsigher number of quotas, as up to the 1990s
guota allocation was mainly based on two principtles first-come—first-served (FCFS) principle and
the past performance (PP) principle. These priasifivoured those operators who were in business
for a longer time; specifically, those who alredthd strong connections with overseas buyers, and

who had a history of positive past export turnov&ccording to both principles, quotas were
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attributed to the single industrial units, directlypporting the parcellization of production capaci
By 2004, AEPC estimates that the Delhi garmenttetusas hosting between 3,000 and 4,000 units,
with an average of 60 sewing machines each. Thebaurmf exporters, instead, was around 600
(AEPC, interviews).

The high industrial fragmentation of the value chahich characterizes the Delhi garment cluster is
clearly reflected in the high incidence of subcadting. On average, Delhi exporters subcontract
some 60-70 per cent of their total production t@l4en garment producers who may or may not have
direct access to the export market (AEPC-Delhigriew; Delhi Exporters, interview; Delhi
subcontractors, interviews). These agents may alpeziin full garment fabrication (in which case
they are called ‘fabricators’) or in specific adies of the production process (such as cutting,

packaging, etc).

Also, Delhi’'s product specialization, geared tovgatddies’ wear fashion products, contributes to
reproducing the fragmentation of the value chamfdct, it is based on very layered and volatile
product cycles, mainly characterized by a rapiccession of small orders (Ibid; Monsoon and The
Gap CSR departments, interviews). In this contexihcontracting becomes fundamental in order to

maintain high competitiveness and flexibility.

Therefore, if the end of the MFA is indeed pushimgards consolidation of production, other factors
are in fact countering this consolidation, suppartinstead the resilience of industrial fragmenotati
Such resilience explains the lack of formalizatidriabour relations in the sector and the dominance

of temporary or casual labour across the entirancha

7.  Labour in the factory realm: the dominance of in-contracting’ and migratory

labour
Some bigger exporters are indeed responding teymes towards consolidation generated by the end
of the MFA. They are increasing their unit-size amd trying to formalize their production process,
especially by increasing in-house production, autlicing the level of subcontracting. However, even
in these bigger units, temporary and casual ladouatinates. Big exporters manage to maintain non-
formalized labour relations through the decentsdiion of the labour issue to specific agents, the
thekedaars or labour contractors. These agents organizepgrad workers and provide a highly
flexible workforce to the exporter (Delhi exporteraterviews). In his study on Tiruppur, Chari
(2004:115) reports how the local exporters inteweie often used the expression “I own the
machines, but not the work”. This is exactly whappens in the Delhi context. By decentralizing
labour recruitment and management totttekedaarsDelhi exporters remain mainly in charge of the

‘machines’. In this context, even fully formalizgdoduction can be carried out in the absence of
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formalized labour relations. Théhekedaarsorganize workers’ groups according to exporters’
production needs, both in terms of skills and ekpoders. This practice, which guarantees that even
larger industrial set-ups are able to increaser thdiour force without losing out on flexibilitys i

generally referred to as in-contracting

The workforce which dominates the factory realnthaf Delhi garment sector is mainly composed of
migrants from the rural hinterland of UP and Bihdwe two poorest states of the Hindi belt. These
populous states represent a huge reservoir of tdboundia’s manufacturing production. Generally,
labour contractors have sub-agents in the villagee organize local recruitment, the journey to
Delhi, and who provide for housing arrangementsiegally in slums around the main industrial
areas. Migrants stay in Delhi for an average peoioeight months before going back to their village
(CEC, interviews; Monsoon and The Gap CSR depatsnémerviews). In this scenario, it is not
surprising that CSR norms fail to work. Codes ohduct are elaborated as factory regulations,
whereas the factory does not directly employ it®la force, which is instead organized and managed
by other agents along the value chain, and funstiemder very precarious and temporary labour

arrangements.

8. An army of labour in the non-factory realm: thecase of embroidery

The spread of in-contracting explains the perscgeof temporary labour relations in the factory
realm of the Delhi garment sector. However, theighzation of employment in the industry appears
even more pronounced when one considers the armpibders who are indirectly employed in non-
factory based activities. A great share of thesekers finds jobs in what can be labelled the
embellishment network, which represents the fimgnsent in the value chain of the Delhi garment
cluster. This network mainly deals with embroideslated tasks, which have a considerable
importance in the local garment industry. In félegnks to embroidery, garments can become twice as

expensive for the buyer (Lal, 2004).

Delhi exporters report that the ratio tailors/eniteoers needed is 1:3, that is, for each tailor the
industry needs at least three embroiderers (DelpoEers, interviews). AEPC sets at 3,000-4,000 the
total number of units in the Delhi garment clustand at 60 the average number of machines per
unit? From this, it would follow that the industry neduistween 540,000 and 720,000 embroiderers,

indeed quite significant.

A similar practice was described by Castells Bodes (1989) with reference to the Latin Amerizdarmal economy.

Lal (2004) reports that buyers pay 73 rupeestall exporters for non-embroidered garments, wihiéy pay up to 125 rupees for
embroidered items.

The number of machines is used as a proxy fontimeber of tailors.
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The embroidery network belongs to the vast worldhef Indian informal economy. Although such a
world is not regulated by legal institutions, itssongly socially regulated (Harriss-White, 2088g

also Breman, 1996). Indeed, this is the case fer Delhi embroidery network. Activities are
geographically placed in very strategic ways, while employment of different social groups in

different activities seems to assure cost mininopain each segment of production.

The two types of embroidery which are most needeeporters areadddd work and ‘beading’, also
known as foti’ work. Adda work is a type of very intricate embroidery reatizen a special
handloom, theadda traditionally used by Muslim communities, mairthased in UP, in villages
around the areas of Bareilly, to realize designdnolian sarees. Beading, instead, is the process of
attaching beads onto designs already made insielefattories, generally through computerized
machines. Exporters subcontract these activitispéeialized agents, called ‘vendors’, who utibze
informal home-based workforce, which constitutes kst segment of the Delhi garment ‘labour

value chain’ (Delhi exporters, interviews; Vendanterviews).

When asked about wheagldawork takes place, exporters answer: “in the valsig(Delhi Exporters,
interviews). The analysis of the vendors’ netwoekpk to unravel the meaning of this expression. In
fact, only a small percentage afldawork is realized in Delhi. Here, vendors make uk&awious
informal units situated in and around the main 8tdal areas, but these units alone are not seffici

to satisfy the industrial needs, besides beingemmmomical for both the vendor and the exporter, as
adda work is not a typical Delhi-based skill, and as sutis quite scarce and expensive. The
minimization of costs in these units is realizetigh the employment of a consistent percentage of
child labour. Children start learning the job a t#ge of eight, they master it by the age of twedwvel
their wage is roughly half that of an adult workdhe largest share aidda work is instead
decentralized to artisanal clusters around Bareltly area in UP where this craft originally emadat
Here vendors, making use of local sub-vendors, eynpbusehold labour. Households generally own
the looms; however, vendors provide them with fal hecessary inputs (such as thread, beads, etc.).
Often, vendors may even provide them with some fofraredit, for instance, an advance on their

final payment (vendors, interviews).

The combination of low child worker wages and urbaral wage differentials guarantees cost
minimization in theadda segment of production (vendors, interviews, subdegs, interviews;

proprietors of embroidery units, interviews). Itwsrth noting how, through this particular network,
the garment value chain connects the urban, dynBeiliti garment cluster to small, artisanal clusters

in rural India.

Beading, instead, is realized through the employnuénfemale home workers, generally in and

around the main industrial areas in Delhi (Ibids #his is considered a very low-skill activity, and
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therefore a female task, gender wage discriminajicarantees cost minimization. All those engaged
in these embroidery-related tasks are not coveyed3IR norms, as they are solely conceptualized as
codes of conduct, therefore as factory regulatidhss is indeed another consistent limitation taRCS
effectiveness in Delhi; CSR norms do not accourdllator workers who are employed in the final

segments of the value chain.

9. Policy implications and areas for further reseech

This paper shows how a VCA of industrial clustesim indeed provide useful insights regarding the
relationship between clustering and poverty reductiempirically strengthening what is already
claimed by Nadvi and Barrientos (2004) at the thgoal level. Moreover, in this specific case, the
use of the VCA to map different types of laboursemt in the Delhi garment cluster unravels the
reasons behind the CSR’s limited effectiveness rinugng improvements in garment workers’

conditions. In fact, this analysis reveals that CBRtations in this specific context are strongly

dependent on the characteristics of the sociakidiniof labour and the layered structure of labour

markets within the cluster.

First, within the factory-realm, the functioning tffe CSR is undermined by the diffusion of local
practices which aim to decentralize labour-relaislls to specific agents, freeing exporters of the
labour burden. The increasing casualization trigddyy these practices makes CSR norms difficult to
implement and monitor. Secondly, the conceptuatinadf the CSR as a set of mere factory-based
regulations, or codes of conduct, seems inadedquoaftelly address poverty concerns within the
cluster. In particular, in order to reach out tan#iactory based workers, other CSR measures should
be elaborated. By 2005, international buyers, sicMonsoon or The Gap, were exploring new ways
to tackle the issue of home-based labour. In soe&sathey tried to set up community centres, where
home-workers could meet (Monsoon and The Gap C$Rrtlaents, interviews). The effectiveness

of such initiatives is yet to be assessed, but ith@ged represent one viable option to explorénéirrt

At a broader level, the case of the Delhi garmdudter clearly shows that labour markets are indeed
powerful mediators between productive activitied poverty reduction. Their structure and dynamics
are fundamental in order to elaborate effectivegpiyvreduction strategies within industrial cluster

In fact, the present analysis shows that the maiitation of the CSR in the Delhi context is due to
the lack of consideration of local social structuoé production and labour dynamics internal to the

industry.

This paper has unravelled given areas where tlseeewide scope for future research in order to

further bridge cluster studies with efforts towapsserty reduction. Firstly, the VCA carried out in
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Delhi has highlighted how, in the current conteikglmbal production, the dichotomy between urban
or modern clusters and rural, artisanal clustery fma false® In the case of Indian garment
production, the fortunes of the Delhi industrialster seem to be strongly interconnected with those
of some small artisanal clusters in rural UP. Tkiemt to which such interconnectedness is likely to
bear positive spillovers to these small rural dustin terms of poverty reduction, is definitelpnih

further exploration.

Secondly, migration flows which guarantee a coasisteservoir of labour to the factory-realm of the
Delhi garment cluster deserve closer attentiorutaré. In fact, these migrants’ livelihoods seem to
cross the usual boundaries which differentiate betwurban and rural employment, and urban and
rural poverty. These individuals are likely to lepresentatives of new forms of poverty, which are

worth studying further in order to elaborate marecessful poverty reduction strategies.

Finally, this analysis highlights the need for apler understanding of how forms of household, or
home-based, labour are integrated into local aobdaglvalue chains, again for the purpose of poverty
reduction. In the case under scrutiny here, fortamse, can UP-based household labour be
conceptualized as self-employment? In a way itaoas households generally own their means of
production (the looms). However, as they obtainuta@nd often credit from the vendors, it is lioit
wonder whether they may instead represent disgdmeas of wage labour. This query is far from
purely theoretical, as it bears strong policy imgtions in terms of poverty reductinn fact, if
these individuals are self-employed, efforts shdiglcus on micro credit provision and access to
inputs, strengthening the current dominant rhetoricpoverty reduction in rural areas. If, instead,
they could be viewed as wage labourers, then effdrbuld focus on providing them with better and
less precarious wages and recognizing them assantéd component of the garment workforce.
These are all highly relevant issues for futureligtsi on industrial development as they underlire th
numerous ways in which the study of productive vitatis can lead to a better understanding of

poverty and how to eradicate it.

1 This dichotomy is generally present in numerolster classifications. The reader can refer toaGUll997), to Sandee (2002),

Schmitz and Nadvi (1999), Altenburg and Meyer-Sta(h899).
On the issue of ‘old’ versus ‘new’ poverty, segdr(2006).
This issue has already been raised by otherestifdcusing on rural labour markets in Africa. See,instance, Sender, Cramer, and

Oya (2005; 2006)
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Home-workers, Kayala, Delhi outskirts, May 2005,
photograph taken by the author

Home-workers, Kayala, Delhi outskirts, May 2005,
Photograph taken by the author
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Factory workers, NOIDA, May 2005,
photograph taken by the author

Adda rural workers, village D. around Bareilly, May 2005,
photograph taken by the author
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Adda workers, outskirts of Delhi, May 2005,
photograph taken by the author

Adda workers, outskirts of Delhi, May 2005,
photograph taken by the author
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